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## 1 Introduction

The nature of the interface between two fluids has been the subject of extensive investigations for over two centuries. In the early years of the 1800s, Young, Laplace, and Gauss considered the interface between two fluids to be represented as a surface of zero thickness endowed with physical properties such as surface tension. These investigations, which were based on static and mechanical equilibrium arguments, assumed that physical quantities such as density were, in general, discontinuous across the interface. Physical process such as capillarity occurring in the interface were represented by boundary conditions imposed there (e.g. Young's equation for the equilibrium contact angle or the YoungLaplace equation relating the jump in pressure across the interface to the product of surface tension and curvature). Later, Poisson (1831), Maxwell (1876), and Gibbs (1876) recognized that the interface actually represented a rapid but smooth transition of physical quantities between the bulk fluid values. Gibbs introduced the notion of dividing surface (a surface of discontinuity) and surface excess quantities in order to develop the equilibrium thermodynamics of interfaces. The idea that the interface has non-zero thickness (i.e. it is diffusive) was developed in detail by Lord Rayleigh (1892) and by van der Waals (1893), who proposed gradient theories for the interface based on thermodynamic principles. In particular, van der Waals developed a theory of the interface based on his equation of state and used it to predict the thickness of the interface, which he showed became infinite as the critical temperature is approached. Korteweg (1901) built on these ideas and proposed a constitutive law for the capillary stress tensor in terms of the density and its spatial gradients. Specifically, he proposed to study a compressible fluid model in which the "elastic" or "equilibrium" portion of the Cauchy stress tensor $T$ is given by

$$
\begin{equation*}
\boldsymbol{T}=\left(-p+\alpha \Delta \rho+\beta|\nabla \rho|^{2}\right) \boldsymbol{I}+\delta \nabla \rho \otimes \nabla \rho+\gamma \nabla \otimes \nabla \rho, \tag{1.1}
\end{equation*}
$$

which can be written in components

$$
(\boldsymbol{T})_{i j}=-p \delta_{i j}+v_{i j}
$$

with $\delta_{i j}$ being the Kronecker symbol and

$$
v_{i j}=\left(\alpha \triangle \rho+\beta|\nabla \rho|^{2}\right) \delta_{i j}+\left(\delta \frac{\partial \rho}{\partial x_{i}} \frac{\partial \rho}{\partial x_{j}}+\gamma \frac{\partial^{2} \rho}{\partial x_{i} \partial x_{j}}\right)
$$

where $\rho=\rho(\boldsymbol{x}, t)$ is the density of the fluid at the point $\boldsymbol{x}$ and time $t, \nabla \rho$ and $\triangle \rho$ are, respectively, the gradient and Laplacian of $\rho$ with respect to $\boldsymbol{x}$ (space), $p, \alpha, \beta, \delta$, and $\gamma$ are material functions of $\rho$ and temperature $\theta$, and $(\boldsymbol{a} \otimes \boldsymbol{b})_{i j}=a_{i} b_{j}$ is the dyadic product of $\boldsymbol{a}$ and $\boldsymbol{b}$. To include viscous effects into the dynamics of the fluid, Korteweg added to the right-hand side of (1.1) the classical form of the Cauchy and Poisson, i.e., $\lambda(\operatorname{tr} \boldsymbol{D}) \boldsymbol{I}+2 \mu \boldsymbol{D}$, where

$$
\boldsymbol{D}(\boldsymbol{u})=\frac{1}{2}\left(\nabla \boldsymbol{u}+(\nabla \boldsymbol{u})^{t}\right), \quad \text { here with } \quad(\nabla \boldsymbol{u})_{i j}:=\frac{\partial u_{j}}{\partial x_{i}}
$$

is the usual stress tensor of hydrodynamics, $\boldsymbol{u}=\left(u_{1}, u_{2}, u_{3}\right)^{T}$ being the velocity, and where $\lambda$ and $\mu$, are the usual viscosity coefficients which may depend on $\rho$ and $\theta$.

Korteweg's form (1.1) is a special example of an elastic material of grade $N$ in which, in order to model more complex spatial interaction effects in a material, the constitutive quantities (here $\boldsymbol{T}$ ), are allowed to depend not only on the first gradient of the deformation, but also on all gradients of the deformation that are less than or equal to the integer $N$. However, these high-grade models are, in general, incompatible with the usual continuum theory of thermodynamics. Korteweg model (1.1) is incompatible with conventional thermodynamics unless all the nonclassical coefficients, $\alpha, \beta, \delta$, and
$\gamma$ vanish identically. In order to remedy this difficulty, Dunn and Serrin [5] proposed the concept of interstitial working.

Some special cases of Korteweg models arise in quantum mechanics. The motivation for this work is about fluids tough, specially in liquid-vapour mixture with phase changes. The theories of Korteweg's type heve been used intensively to analyse the structure of liquid-vapour phase transition under both static [1] and dynamic [14] conditions. As mentioned, Korteweg model allow phase "boundaries" of nonzero thickness that are often called diffuse interfaces, by contrast by the sharp interfaces in the Laplace-Young's theory. In the late 1990's there was a renewal in the interest for diffusive interfaces also for numeric purposes (see [2]).

In the present work, we study the one-dimensional isothermal compressible fluid model of Korteweg type. We consider the special case when the viscosity and capillary coefficients are constants.

In chapter 2 we make a review of the generalization made by Humpherys [10] on the work by Kawashima [13]. In Chapter 3 we study the dissipative structure of our model in the sense of the aforementioned extension. It is worth to note that such study is the first time that is made, or at least reported, since in the literature there are no articles in the subject. We think the generalization made by Humpherys is of relevance, even though the mathematical community has not put much attention on his work, and the present work is a clear example of its applicability.

Chapter 4 deals with the well-posedness of the model in consideration. We note that such study has already been done by Hatorri and Li for the two- and high dimensional case (see $[8,9]$ ), and the proofs presented there are based on the ones presented by the authors in [8], but are independent and adapted to the one-dimensional case. Although the study is made in Eulerian coordinates, contrary to the dissipative structure that is done in Lagrangian, the solution obtained, being classical, is also a solution for the Lagrangian formulation.

Finally, in Chapter 5 we present some results of the linear decay rates of solutions for the linearized system around constant states (Maxwellian). The results presented there exploit the genuinely coupling of the system (which is equivalent to the dissipative structure). The genuine coupling condition, roughly speaking, means that can not exists hyperbolic directions whereby traveling wave solutions type can not be dissipated by the viscous terms.

## 2 Admissibility of Viscous-Dispersive Systems

Kawasima's theory ([13]) considers the second-order constant coefficient system

$$
\begin{equation*}
v_{t}=L v:=-A v_{x}+B v_{x x}, \quad x \in \mathbb{R}, \quad t>0, \quad v \in \mathbb{R}^{m} \tag{2.1}
\end{equation*}
$$

where $A$ and $B$ are symmetric matrices with $B$ positive semi-definite. Taking the Fourier transform, the evolution of (2.1) reduces to solving the eigenvalue problem

$$
\begin{equation*}
\left(\lambda+i \xi A+\xi^{2} B\right) \hat{v}=0 \tag{2.2}
\end{equation*}
$$

We have the theorem:
Theorem 2.1 (Shizuta-Kawashima [13]). The following statements are equivalent:
(i) $L$ is strictly dissipative, that is, $\Re e(\lambda(\xi))<0$ for all $\xi \neq 0$.
(ii) $L$ is genuinely coupled, that is, no eigenvalue of $A$ is in $\mathcal{N}(B)$.
(iii) There exists a skew-Hermitian matrix $K$ such that $[K, A]+B>0$.

Here $\mathcal{N}(B)=\left\{v \in \mathbb{R}^{m}: B v=0\right\}$ and $[K, A]:=K A-A K$.

The last theorem was generalized by Humpherys [10] by considering the general linear system

$$
\begin{equation*}
v_{t}=\mathcal{L} v:=-\sum_{k=0}^{n} D_{k} \partial_{x}^{k} v, \quad x \in \mathbb{R}, \quad t>0, \quad v \in \mathbb{R}^{m} \tag{2.3}
\end{equation*}
$$

where each $m \times m$ matrix $D_{k}$ in constant. Likewise, by taking the Fourier transform, the evolution of (2.3) reduces to the eigenvalue problem

$$
\begin{equation*}
\lambda \hat{v}+\sum_{k=0}^{n}(i \xi)^{k} D_{k} \hat{v}=0 \tag{2.4}
\end{equation*}
$$

Simplifying by separating the odd- and even- terms in (2.4), we get

$$
\begin{equation*}
(\lambda+i \xi A(\xi)+B(\xi)) \hat{v}=0 \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
A(\xi):=\sum_{k \text { odd }} D_{k}(i \xi)^{k-1} \quad \text { and } \quad B(\xi):=\sum_{k \text { even }}(-1)^{k / 2} D_{k} \xi^{k} \tag{2.6}
\end{equation*}
$$

The matrix $A(\xi)$ and $B(\xi)$ are referred as the generalized flux and the generalized viscosity, respectively. Then we have the following definitions

## Definition 2.2

(i) $\mathcal{L}$ is called strictly dissipative if for each $\xi \neq 0$, we have that $\Re e(\lambda(\xi))<0$.
(ii) $\mathcal{L}$ is said to be genuinely coupled if no eigenvalue of $A(\xi)$ is in $\mathcal{N}(B(\xi))$, for all $\xi \neq 0$.

The main result in [10] is that for symmetric systems, the properties of strict dissipativity, genuine coupling of definition 2.2 , and the existence of a skew-symmetric compensating matrix $K$ are equivalent. The following assumptions are made:
(H1) $A(\xi)$ is symmetric and of constant multiplicity in $\xi$.
(H2) $B(\xi) \geq 0$ (symmetric and positive semi-definite).
Next, we state the main result without proof and after that we make some important remarks.
Theorem 2.3 Given (H1) and (H2) above, the following statements are equivalent:
(i) $\mathcal{L}$ is strictly dissipative.
(ii) $\mathcal{L}$ is genuinely coupled.
(iii) There exists a real-analytic skew-Hermitian matrix-values $K(\xi)$ such that $[K(\xi), A(\xi)]+B(\xi)>0$ for all $\xi \neq 0$.

## Remarks:

1. The compensation matrix $K$ is of the form

$$
\begin{equation*}
K(\xi)=\sum_{i \neq j} \frac{\pi_{i j}(B(\xi))}{\mu_{i}-\mu_{j}}=\sum_{i \neq j} \frac{\pi_{i} B(\xi) \pi_{j}}{\mu_{i}-\mu_{j}} \tag{2.7}
\end{equation*}
$$

that is the Drazin inverse or reduced resolvent of the commutator operator, where $\left\{\mu_{j}\right\}_{j=1}^{r}$ denote the distinct eigenvalues of $A(\xi)$ with corresponding eigenprojections $\left\{\pi_{j}\right\}_{j=1}^{r}$
2. Theorem 2.3 can be extended in the next setting: First we have the following definition

Definition $2.4 \mathcal{L}$ is called symmetrizable in the sense of Humpherys [10] if there exists a symmetric, real-analytic matrix-valued $A_{0}(\xi)>0$ such that both $A_{0}(\xi) A(\xi)$ and $A_{0}(\xi) B(\xi)$ are symmetric, and $A_{0}(\xi) B(\xi) \geq 0$. We say that $A_{0}(\xi)$ is a symmetrizer of $\mathcal{L}$.

We notice that this notion of symmetrizability differs from the Friedrichs' one [7]. The last is a symmetrization term-wise. Actually our model in not symmetrizable in the sense of Friedrich, but it is in the sense of Humpherys (see [10]).
With this more general notion of symmetrizability, we can extend easily Theorem 2.3 to the following:

Theorem 2.5 (Symmetrizable version).If $A_{0}(\xi)$ is a symmetrizer of $\mathcal{L}$, then the following statements are equivalent:
(i) $\mathcal{L}$ is strictly dissipative.
(ii) $\mathcal{L}$ is genuinely coupled.
(iii) There exists a real-analytic skew-Hermitian matrix-valued $K(\xi)$ such that $\left[K(\xi), A_{0}(\xi) A(\xi)\right]+$ $A_{0}(\xi) B(\xi)>0$ for all $\xi \neq 0$.

It is the last generalization of the standard definition of symmetrizability the one that we adopt here.

## 3 Genuine coupling of the one-dimensional Korteweg model

### 3.1 The Korteweg model

Models of Korteweg-type are obtained from an extended version of nonequilibrium thermodynamics, in which it is assumed that the energy of the fluid not only depends on standard variables but on the gradient of the density ([4]). In terms of the free energy, this principle takes the form of the generalized Gibbs relation

$$
\mathrm{d} F=-S \mathrm{~d} T+g \mathrm{~d} \rho+\phi \cdot \mathrm{d} \boldsymbol{w}
$$

where $F$ denotes the free energy per unit volume, $S$ the entropy per unit volume, $T$ the temperature, $g$ the chemical potential and, in the additional term, $\boldsymbol{w}$ stands for $\nabla \rho$. The potential $\phi$ is often assumed, and it will be in our case, to be of the form

$$
\phi=K \boldsymbol{w}
$$

where $K$ is called the capillarity coefficient, which may depend on $\rho$ and $T$. In this case, $F$ can be decomposed into a standard part and an additional term due to gradient of density,

$$
F(\rho, T, \nabla \rho)=F_{0}(\rho, T)=+\frac{1}{2} K(\rho, T)|\nabla \rho|^{2}
$$

and similar decompositions hold for $S$ and $g$. Then, we define the Korteweg tensor as

$$
\boldsymbol{K}:=(\rho \operatorname{div} \phi) \boldsymbol{I}-\phi^{T} \boldsymbol{w}
$$

Neglecting dissipation phenomena, the conservation of mass, momentum and energy read

$$
\begin{gathered}
\partial_{t} \rho+\operatorname{div}(\rho \boldsymbol{u})=0 \\
\partial_{t}(\rho \boldsymbol{u})+\operatorname{div}(\rho \boldsymbol{u} \otimes \boldsymbol{u})+\nabla \tilde{p}=\operatorname{div} \boldsymbol{K} \\
\partial_{t}\left(E+\frac{1}{2} \rho|\boldsymbol{u}|^{2}\right)+\operatorname{div}\left(\left(E+\frac{1}{2} \rho|\boldsymbol{u}|^{2}+\tilde{p}\right) \boldsymbol{u}\right)=\operatorname{div}(\boldsymbol{K} \boldsymbol{u}+\boldsymbol{W})
\end{gathered}
$$

where $\tilde{p}=\rho g-F$ is the (extended) pressure, $E=F+T S$ is the internal energy per unit volume, and

$$
\boldsymbol{W}:=\left(\partial_{t} \rho+\boldsymbol{u}^{T} \cdot \nabla \rho\right) \phi^{T}=-(\rho \operatorname{div} \boldsymbol{u}) \phi^{T}
$$

is the interstitial work that was first introduced by Dunn and Serrin [5]. This additional term ensures that the entropy $S$ satisfies the conservation law

$$
\partial_{t} S+\operatorname{div}(S \boldsymbol{u})=0
$$

(This is obtained by formal computation, assuming smooth solutions). As we mentioned, we assume that $\phi=K \boldsymbol{w}$. Then we can write

$$
g=g_{0}+\frac{1}{2} K_{\rho}^{\prime}|\nabla \rho|^{2}
$$

where $g_{0}$ is independent of $\nabla \rho$.
We are interested in studying the isothermal Korteweg model with viscosity, in one-dimensional space. Let us write the system we are going to deal with throughout the rest of the work. Noting that

$$
\tilde{p}=p+\frac{1}{2}\left(\rho K_{\rho}^{\prime}-K\right)|\nabla \rho|^{2}, \quad p=\rho g_{0}-F_{0}
$$

our system can be written as

$$
\begin{align*}
& \partial_{t} \rho+\partial_{x}(\rho u)=0 \\
& \partial_{t}(\rho u)+\partial_{x}\left(\rho u^{2}+p-\rho K \rho_{x x}+\frac{1}{2} K \rho_{x}^{2}-\frac{1}{2} \rho K_{\rho}^{\prime} \rho_{x}^{2}-\mu u_{x}\right)=0 \tag{3.1}
\end{align*}
$$

### 3.2 Fluid dynamics in Lagrangian variables

Let us consider the conservation law of mass

$$
\begin{equation*}
\rho_{t}+(\rho u)_{x}=0 \tag{3.2}
\end{equation*}
$$

which makes no appeal to any approximation. It expresses that the differential form $\alpha:=\rho \mathrm{d} x-\rho u \mathrm{~d} t$ is closed an therefore exact (the domain needs to be simply connected). We thus introduce a function $(x, t) \longrightarrow y$, defined to within a constant by $\alpha=\mathrm{d} y$ (that is, $y$ is the function whose derivative is the 1 - form $\alpha$ ). We have $\mathrm{d} x=u \mathrm{~d} t+\tau \mathrm{d} y$, where $\tau=\rho^{-1}$ is the specific volume. Given another conservation law $\partial_{t} u_{i}+\partial_{x} q_{i}=0$, which can be written $\mathrm{d}\left(q_{i} \mathrm{~d} t-u_{i} \mathrm{~d} x\right)=0$, we have

$$
\begin{aligned}
\mathrm{d}\left(\left(q_{i}-u_{i} u\right) \mathrm{d} t-u_{i} \tau \mathrm{~d} y\right) & =\mathrm{d}\left(\left(q_{i}-u_{i} u\right) \mathrm{d} t-u_{i} \tau(\rho \mathrm{~d} x-\rho u \mathrm{~d} t)\right) \\
& =\mathrm{d}\left(\left(q_{i}-u_{i} u\right) \mathrm{d} t-u_{i} \mathrm{~d} x+u_{i} u \mathrm{~d} t\right) \\
& =d\left(q_{i} \mathrm{~d} t-u_{i} \mathrm{~d} x\right)=0 .
\end{aligned}
$$

That is

$$
\begin{equation*}
\partial_{t}\left(u_{i} \tau\right)+\partial_{y}\left(q_{i}-u_{i} u\right)=0 \tag{3.3}
\end{equation*}
$$

The system written in the variables $(y, t)$ is thus formed of conservation laws.
Let us look at some examples. In the absence of viscosity, we have the momentum conservation equation

$$
\partial_{t}(\rho u)+\left(\rho u^{2}+p(\rho, e)\right)_{x}=0
$$

Then, taking $u_{2}=\rho u$ and $q_{2}=\rho u^{2}+p(\rho, e)$ in (3.3), we obtain

$$
\begin{equation*}
\partial_{t} u+\partial_{y} P(\tau, e)=0 \tag{3.4}
\end{equation*}
$$

where $P(\tau, e):=p\left(\tau^{-1}, e\right)$. Similarly, for the energy conservation equation

$$
\partial_{t} E+((E+p) u)_{x}=0
$$

where $E=\frac{1}{2} \rho v^{2}+\rho e$, taking $u_{3}=E$ and $q_{3}=\left(u_{3}+p\right) v$ in (3.3), we obtain:

$$
\begin{equation*}
\partial_{t}\left(\frac{1}{2} u^{2}+e\right)+\partial_{y}(P(\tau, e) u)=0 . \tag{3.5}
\end{equation*}
$$

The conservation of mass gives nothing new since it was already used to construct the change of variables (actually one gets the trivial equation $1_{t}+0_{y}=0$ ). To complete the system of equations for the unknowns $(\tau, u, e)$ we have to include a trivial conservation law. For example, if we take $u_{4} \equiv 1 \mathrm{y}$ $q \equiv 0$, we get

$$
\begin{equation*}
\partial_{t} \tau=\partial_{y} u \tag{3.6}
\end{equation*}
$$

Remark: Since we are defining $y$ to be such that $\mathrm{d} y=\alpha=\rho \mathrm{d} x-\rho u \mathrm{~d} t$, we have

$$
\frac{\mathrm{d} y}{\mathrm{~d} x}=\rho
$$

Thus giving any function $v=v(x, t)$, by the chain rule

$$
v_{x}=v_{y} \frac{\mathrm{~d} y}{\mathrm{~d} x}=v_{y} \rho=v_{y} \tau^{-1}
$$

we obtain

$$
v_{y}=\tau v_{x}
$$

### 3.3 Viscous-capillary model in Lagrangian variables

Now, let us write our model, using the material of the previous section, in lagrangian coordinates.
The system in question is the conservation law of mass (3.2) together with the balance of momentum equation

$$
\begin{equation*}
(\rho u)_{t}+\left(\rho u^{2}+p-\rho K \rho_{x x}+\frac{1}{2} K \rho_{x}^{2}-\frac{1}{2} \rho K_{\rho}^{\prime} \rho_{x}^{2}-\mu u_{x}\right)_{x}=0 \tag{3.7}
\end{equation*}
$$

where $K_{\rho}^{\prime}$ is the derivative of $K$ with respect to $\rho$. In this case $u_{i}=\rho v$ and $q_{i}=\rho v^{2}+p-\rho K \rho_{x x}+$ $\frac{1}{2} K \rho_{x}^{2}-\frac{1}{2} \rho K^{\prime} \rho_{x}^{2}-\mu v_{x}$, so that we obtain

$$
u_{t}+\partial_{y}\left(p-\rho K \rho_{x x}+\frac{1}{2} K \rho_{x}^{2}-\frac{1}{2} \rho K^{\prime} \rho_{x}^{2}-\mu u_{x}\right)=0
$$

As we can see, the last expression contains derivatives with respect to $x$. To write the expression with derivatives with respect to $y$ only, we make use of the remark of the previous section. First, since $\tau \rho_{x}=\rho_{y}$, we have

$$
\rho_{x}=\frac{1}{\tau}\left(\frac{1}{\tau}\right)_{y}=-\frac{\tau_{y}}{\tau^{3}}
$$

Then

$$
\rho_{x x}=-\frac{1}{\tau} \partial_{y}\left(\frac{\tau_{y}}{\tau^{3}}\right)=-\frac{1}{\tau}\left(\frac{\tau_{y y}}{\tau^{3}}-\frac{3 \tau_{y}^{2}}{\tau^{4}}\right)
$$

Also we have

$$
K_{\rho}^{\prime}=K_{\tau}^{\prime} \frac{\mathrm{d} \tau}{\mathrm{~d} \rho}=K_{\tau}^{\prime}\left(\frac{1}{\rho}\right)_{\rho}=-\frac{K_{\tau}^{\prime}}{\rho^{2}}=-\tau^{2} K_{\tau}^{\prime}
$$

so that

$$
\begin{aligned}
-\rho K \rho_{x x}+\frac{1}{2} K \rho_{x}^{2}-\frac{1}{2} \rho K^{\prime} \rho_{x}^{2} & =K\left(\frac{\tau_{y y}}{\tau^{5}}-\frac{3 \tau_{y}^{2}}{\tau^{6}}\right)+\frac{1}{2} K \frac{\tau_{y}^{2}}{\tau^{6}}+\frac{1}{2} \tau K_{\tau}^{\prime} \frac{\tau_{y}^{2}}{\tau^{6}} \\
& =\frac{K}{\tau^{5}} \tau_{y y}-\frac{5}{2} K \frac{\tau_{y}^{2}}{\tau^{6}}+\frac{1}{2} K_{\tau}^{\prime} \frac{\tau_{y}^{2}}{\tau^{5}} \\
& =k \tau_{y y}+\frac{1}{2} k_{\tau}^{\prime}\left(\tau_{y}\right)^{2}
\end{aligned}
$$

where $k(\tau)=K(1 / \tau)\left(1 / \tau^{5}\right)$. Thus, together with the conservation law (3.6), we obtain the next system of equations:

$$
\begin{align*}
& \partial_{t} \tau-\partial_{y} u=0  \tag{3.8a}\\
& \partial_{t} u+\partial_{y} p=-\partial_{y}\left(k \partial_{y}^{2} \tau+\frac{1}{2} k_{\tau}^{\prime}\left(\partial_{y} \tau\right)^{2}-\frac{\mu}{\tau} u_{y}\right) \tag{3.8b}
\end{align*}
$$

Since we are considering the isothermal case, we have that $p$ is a function of $\rho$ only, that is

$$
p=p(\rho)=p(\tau)
$$

and assume that $p^{\prime}(\tau)<0$, where the derivative is taken with respect to $\tau$, for all $\tau$. Then, we get

$$
\partial_{y} p=\frac{\mathrm{d} p}{\mathrm{~d} \tau} \tau_{y}
$$

In addition,

$$
\begin{gathered}
\partial_{y}\left(k \partial_{y}^{2} \tau\right)=k_{\tau}^{\prime} \partial_{y} \tau \partial_{y}^{2} \tau+k \partial_{y}^{3} \tau \\
\partial_{y}\left(\frac{1}{2} k_{\tau}^{\prime}\left(\partial_{y} \tau\right)^{2}\right)=\frac{1}{2} k_{\tau}^{\prime \prime}\left(\partial_{y} \tau\right)^{3}+k_{\tau}^{\prime} \partial_{y} \tau \partial_{y}^{2} \tau \\
\partial_{y}\left(\frac{\mu}{\tau} u_{y}\right)=\frac{\partial_{y} \mu}{\tau} \partial_{y} u+\frac{\mu}{\tau} \partial_{y}^{2} u-\frac{\mu \partial_{y} \tau}{\tau^{2}} \partial_{y} u
\end{gathered}
$$

Then the system (3.8) can be written as

$$
\begin{align*}
\partial_{t} \tau-\partial_{y} u= & 0  \tag{3.9a}\\
\partial_{t} u+p^{\prime}(\tau) \partial_{y} \tau= & -\left(k \partial_{y}^{3} \tau-\frac{\mu}{\tau} \partial_{y}^{2} u+2 k_{\tau}^{\prime} \partial_{y} \tau \partial_{y}^{2} \tau+\frac{1}{2} k_{\tau}^{\prime \prime}\left(\partial_{y} \tau\right)^{3}\right.  \tag{3.9b}\\
& \left.-\left\{\frac{\partial_{y} \mu}{\tau} \partial_{y} u-\frac{\mu \partial_{y} \tau}{\tau^{2}} \partial_{y} u\right\}\right) .
\end{align*}
$$

If we define $U=\binom{\tau}{u}$, we can write the above system in the form of (2.3)

$$
\begin{equation*}
U_{t}=-D_{1} U_{y}-D_{2} U_{y y}-D_{3} U_{y y y}-G\left(U, U_{y}, U_{y y}\right) \tag{3.10}
\end{equation*}
$$

where

$$
D_{1}=\left(\begin{array}{cc}
0 & -1 \\
p^{\prime}(\tau) & 0
\end{array}\right), \quad D_{2}=\left(\begin{array}{cc}
0 & 0 \\
0 & -\frac{\mu}{\tau}
\end{array}\right), \quad D_{3}=\left(\begin{array}{ll}
0 & 0 \\
k & 0
\end{array}\right)
$$

and

$$
G\left(U, U_{y}, U_{y y}\right)=\binom{0}{2 k_{\tau}^{\prime} \partial_{y} \tau \partial_{y}^{2} \tau+\frac{1}{2} k_{\tau}^{\prime \prime}\left(\partial_{y} \tau\right)^{3}-\left\{\frac{\partial_{y} \mu}{\tau} \partial_{y} u-\frac{\mu \partial_{y} \tau}{\tau^{2}} \partial_{y} u\right\}}
$$

### 3.4 Genuine coupling of the Korteweg model

In order to define about the property of genuine coupling for our system of interest, let us consider a constant equilibrium state $\bar{U}=(\bar{\tau}, \bar{u})$ for the specific volume and velocity field. If $\bar{U}+U$ is a solution of (3.10), we can rewrite the system as

$$
\begin{equation*}
U_{t}+D_{1}(\bar{U}) U_{y}+D_{2}(\bar{U}) U_{y y}+D_{3}(\bar{U}) U_{y y y}=\mathcal{N}\left(U, U_{y}, U_{y y}, U_{y y y}\right) \tag{3.11}
\end{equation*}
$$

where $\mathcal{N}$ contains the non-linear terms. Let us consider the linear part of (3.11), that is, the linear system

$$
\begin{equation*}
U_{t}+D_{1}(\bar{U}) U_{y}+D_{2}(\bar{U}) U_{y y}+D_{3}(\bar{U}) U_{y y y}=0 \tag{3.12}
\end{equation*}
$$

Then, according to (2.6), we have

$$
B(\xi)=-\xi^{2} D_{2}(\bar{U})=\xi^{2}\left(\begin{array}{cc}
0 & 0 \\
0 & \frac{\bar{\mu}}{\bar{\tau}}
\end{array}\right)
$$

and

$$
A(\xi)=D_{1}(\bar{U})-\xi^{2} D_{3}(\bar{U})=\left(\begin{array}{cc}
0 & -1 \\
p^{\prime}(\bar{\tau}) & 0
\end{array}\right)-\xi^{2}\left(\begin{array}{ll}
0 & 0 \\
\bar{k} & 0
\end{array}\right)=\left(\begin{array}{cc}
0 & -1 \\
p^{\prime}(\bar{\tau})-\xi^{2} \bar{k} & 0
\end{array}\right)
$$

where $\bar{\mu}=\mu(\bar{u})$ and $\bar{k}=k(\bar{\tau})$.
Since $A(\xi)$ is not symmetric, we would like to symmetrize the system, that is, to find a symmetric matrix, real analytic $A_{0}(\xi)>0$ such that $A_{0}(\xi) A(\xi)$ and $A_{0}(\xi) B(\xi)$ are symmetric, and $A_{0}(\xi) B(\xi) \geq 0$. Let us take

$$
A_{0}(\xi)=\left(\begin{array}{cc}
\xi^{2} \bar{k}-p^{\prime}(\bar{\tau}) & 0 \\
0 & 1
\end{array}\right)
$$

which is symmetric, real analytic and $A_{0}(\xi)>0$. Also, we have

$$
\hat{A}(\xi)=A_{0}(\xi) A(\xi)=\left(\begin{array}{cc}
0 & p^{\prime}(\bar{\tau})-\xi^{2} \bar{k} \\
p^{\prime}(\bar{\tau})-\xi^{2} \bar{k} & 0
\end{array}\right)
$$

and

$$
\hat{B}(\xi)=A_{0}(\xi) B(\xi)=\xi^{2}\left(\begin{array}{cc}
0 & 0 \\
0 & \frac{\bar{\mu}}{\bar{\tau}}
\end{array}\right)
$$

with $A_{0}(\xi) A(\xi)$ and $A_{0}(\xi) B(\xi)$ symmetric and $A_{0}(\xi) B(\xi) \geq 0$.
Let us see that the system in question satisfies the property of genuinely coupling. To see that, we have to verify that no eigenvector of $\hat{A}(\xi)$ is in the null space of $\hat{B}(\xi)$. By the form of $\hat{A}$, it is easy to see that its eigenvalues are

$$
\lambda_{1,2}= \pm \beta
$$

where $\beta(\xi)=\xi^{2} \bar{k}+q(\bar{\tau})$ and $\bar{q}=-p^{\prime}(\bar{\tau})$, with eigenvector $v_{1}=(1,-1)^{T}$ and $v_{2}=(1,1)^{T}$, respectively. Then

$$
\hat{B}(\xi) v_{1}=\xi^{2}\binom{0}{-\frac{\bar{\mu}}{\bar{\tau}}} \neq \mathbf{0}, \quad \hat{B}(\xi) v_{2}=\xi^{2}\binom{0}{\frac{\bar{\mu}}{\bar{\tau}}} \neq \mathbf{0}
$$

which means that the system us genuinely coupled.
In what follows we are going to compute the compensation matrix. First, let us observe that

$$
\begin{aligned}
(1,0)^{T} & =\frac{1}{2}(1,-1)^{T}+\frac{1}{2}(1,1)^{T} \\
(0,1)^{T} & =-\frac{1}{2}(1,-1)^{T}+\frac{1}{2}(1,1)^{T}
\end{aligned}
$$

so that the matrix representation of the projection $\pi_{1}(\xi)$ y $\pi_{2}(\xi)$ under the subspaces generated by $v_{1}$ and $v_{1}$ are

$$
\pi_{1}(\xi)=\frac{1}{2}\left(\begin{array}{cc}
1 & -1 \\
-1 & 1
\end{array}\right), \text { and } \quad \pi_{2}(\xi)=\frac{1}{2}\left(\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right)
$$

respectively. Then, after making the computations, we get

$$
\begin{aligned}
\frac{\pi_{1} \hat{B} \pi_{2}}{\lambda_{1}-\lambda_{2}}(\xi) & =\frac{\xi^{2} \bar{\mu}}{8 \beta(\xi) \bar{\tau}}\left(\begin{array}{cc}
-1 & -1 \\
1 & 1
\end{array}\right) \\
\frac{\pi_{2} \hat{B} \pi_{1}}{\lambda_{2}-\lambda_{1}}(\xi) & =\frac{\xi^{2} \bar{\mu}}{8 \beta(\xi) \bar{\tau}}\left(\begin{array}{cc}
1 & -1 \\
1 & -1
\end{array}\right)
\end{aligned}
$$

Then according to (2.7),

$$
K(\xi)=\frac{\pi_{1} \hat{B} \pi_{2}}{\lambda_{1}-\lambda_{2}}(\xi)+\frac{\pi_{2} \hat{B} \pi_{1}}{\lambda_{2}-\lambda_{1}}(\xi)=\frac{\xi^{2} \bar{\mu}}{4 \beta(\xi) \bar{\tau}}\left(\begin{array}{cc}
0 & -1  \tag{3.13}\\
1 & 0
\end{array}\right)
$$

Clearly, $K(\xi)$ skew-Hermitian, and

$$
\begin{aligned}
{[K(\xi), \hat{A}(\xi)]=} & K(\xi) \hat{A}(\xi)-\hat{A}(\xi) K(\xi) \\
= & \frac{\xi^{2} \bar{\mu}}{4 \beta(\xi) \bar{\tau}}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
0 & -\beta(\xi) \\
-\beta(\xi) & 0
\end{array}\right) \\
& -\frac{\xi^{2} \bar{\mu}}{4 \beta(\xi) \bar{\tau}}\left(\begin{array}{cc}
0 & -\beta(\xi) \\
-\beta(\xi) & 0
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) \\
= & \frac{\xi^{2} \bar{\mu}}{4 \bar{\tau}}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)-\frac{\xi^{2} \bar{\mu}}{4 \bar{\tau}}\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right)=\frac{\xi^{2} \bar{\mu}}{2 \bar{\tau}}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
\end{aligned}
$$

so that

$$
\begin{aligned}
{[K(\xi), \hat{A}(\xi)]+\hat{B}(\xi) } & =\frac{\xi^{2} \bar{\mu}}{2 \bar{\tau}}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)+\frac{\xi^{2} \bar{\mu}}{\bar{\tau}}\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) \\
& =\frac{\xi^{2} \bar{\mu}}{2 \bar{\tau}}\left[\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)+\left(\begin{array}{ll}
0 & 0 \\
0 & 2
\end{array}\right)\right] \\
& =\frac{\xi^{2} \bar{\mu}}{2 \bar{\tau}}\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right)
\end{aligned}
$$

which is a definite positive matrix. Thus the matrix $K(\xi)$ is the required compensating matrix. It is worth to note that the matrix $K(\xi)$ is compensating function in the sense of Humpherys.

## 4 Well-Posedness of the one-dimensional model for material of Korteweg Type

In this section we are going to show the short-time existence of solution to our model. All the treatment is going to be done for the model in Eulerian coordinates. Since the solution obtained is classical, by a comment in [15], it is also a solution for the model in Lagrangian coordinates.
Let us recast the model as

$$
\left\{\begin{array}{l}
\rho_{t}+(\rho u)_{x}=0  \tag{4.1}\\
(\rho u)_{t}+\left(\rho u^{2}\right)_{x}=\left\{-p-\frac{\nu}{2} \rho_{x}^{2}+\nu \rho \rho_{x x}+\frac{4}{3} \mu u_{x}\right\}_{x}
\end{array}\right.
$$

where we have taken $K=\nu$ and $\mu$ equal to a constant $(4 / 3) \mu$ in (3.1), which can be written in quasilinear form

$$
\mathcal{L}(w) w \equiv\left\{\begin{array}{l}
\left(\partial_{t}+u \partial_{x}\right) \rho+\rho u_{x}=0  \tag{4.2}\\
\left(\partial_{t}+u \partial_{x}\right) u+p^{\prime}(\rho) \rho^{-1} \partial_{x} \rho-\nu \triangle \partial_{x} \rho-\frac{4}{3} \mu \rho^{-1} \triangle u=0
\end{array}\right.
$$

We consider the Cauchy problem for (4.2) with initial condition

$$
\begin{equation*}
(\rho, u)(x, 0)=\left(\rho_{0}, u_{0}\right)(x) \tag{4.3}
\end{equation*}
$$

For this purpose, let us first consider the linearized version for the perturbation $(\tilde{\rho}, \tilde{u})$ at a given solution $(\rho, u)$ of problem (4.2) and (4.3), that is,

$$
\left\{\begin{array}{l}
\left(\partial_{t}+u \partial_{x}\right) \tilde{\rho}+\rho \tilde{u}_{x}=\tilde{f}_{1},  \tag{4.4}\\
\left(\partial_{t}+u \partial_{x}\right) \tilde{u}+p^{\prime}(\rho) \rho^{-1} \tilde{\rho}_{x}-\nu \tilde{\rho}_{x x x}-\frac{4}{3} \mu \rho^{-1} \tilde{u}_{x x}=\tilde{f}_{2}
\end{array}\right.
$$

The reason why we study this problem is going to become clear in Section $\S 4.3$.

### 4.1 Linearized problem and a priori energy estimates

Let us consider the Cauchy problem of (4.4) with initial data:

$$
\begin{equation*}
\tilde{\rho}(x, 0)=\tilde{\rho}_{0}(x), \quad \tilde{u}(x, 0)=\tilde{u}_{0}(x) \tag{4.5}
\end{equation*}
$$

Equation (4.4) can be written in matrix form:

$$
\begin{equation*}
\tilde{L}(w) \tilde{w} \equiv\binom{\tilde{L}_{1}(w) \tilde{w}}{\tilde{L}_{2}(w) \tilde{w}} \equiv \partial_{t} \tilde{w}+A_{1} \partial_{x} \tilde{w}+\left(T_{1}+T_{2}\right) \tilde{w}=\tilde{f} \tag{4.6}
\end{equation*}
$$

where $A_{1}$ is the coefficient matrix of the first-order space derivative terms and $T_{1}+T_{2}$ is an operator involving derivatives of order two or higher:

$$
\begin{gather*}
A_{1}=\left(\begin{array}{cc}
u & \rho \\
p^{\prime}(\rho) \rho^{-1} & u
\end{array}\right)  \tag{4.7}\\
T_{1} \tilde{w}=-\nu\binom{0}{\triangle \tilde{\rho}_{x}}, \quad T_{2} \tilde{w}=-\mu \rho^{-1}\binom{0}{\frac{4}{3} \tilde{u}_{x x}} . \tag{4.8}
\end{gather*}
$$

Let $\langle\cdot, \cdot\rangle$ denote the $L^{2}$ inner product in $x \in \mathbb{R}$. Denote $\|\cdot\| \equiv\|\cdot\|_{0}$, the corresponding norm, and $\|\cdot\|_{k}$, the $k$ th order Sobolev norm.

Let $\beta_{0}$ be a constant such that the variables $w=(\rho, u)$ in the coefficients of (4.4) that satisfy

$$
\sup _{x, t}\left(\rho^{-1}+\left|\rho_{t}\right|+\sum_{|j| \leq 2}\left|D_{x}^{j} w\right|\right) \leq \beta_{0}
$$

Let $C_{0}$ denote the constant that depends only upon $\beta_{0}$. Then we have the following zero-order energy estimate.

Theorem 4.1 The smooth solution $\tilde{w} \in C_{0}^{\infty}([0, T] \times \mathbb{R})$ of (4.4) and (4.5) satisfies the estimate

$$
\begin{equation*}
\partial_{t}\left(\|\tilde{w}\|^{2}+\left\|\tilde{\rho}_{x}\right\|^{2}\right)+\left\|\tilde{u}_{x}\right\|^{2} \leq C_{0}\left(\|\tilde{w}\|^{2}+\left\|\tilde{\rho}_{x}\right\|^{2}+\|\tilde{f}\|^{2}+\left\|\tilde{f}_{1}\right\|_{1}^{2}\right) \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\tilde{w}\|_{[0, T]}^{2} \leq C_{0}(T)\left(\left\|\tilde{w}_{0}\right\|^{2}+\left\|\tilde{\rho}_{0}\right\|_{1}^{2}+\int_{0}^{T}\left(\|\tilde{f}(t)\|^{2}+\left\|\tilde{f}_{1}(t)\right\|_{1}^{2}\right) d t\right) \tag{4.10}
\end{equation*}
$$

Here the norm $\|\tilde{w}\|_{[0, T]}^{2}$ is defined as follows:

$$
\begin{equation*}
\|\tilde{w}\|_{[0, T]}^{2}=\sup _{0 \leq t \leq T}\left(\|\tilde{w}(t)\|^{2}+\left\|\tilde{\rho}_{x}(t)\right\|^{2}\right)+\int_{0}^{T}\left\|\tilde{u}_{x}(t)\right\|^{2} d t \tag{4.11}
\end{equation*}
$$

Proof. Let us define the diagonal matrix

$$
A_{0}=\left(\begin{array}{ll}
1 & 0 \\
0 & \rho
\end{array}\right)
$$

Taking the $L^{2}$ inner product of (4.6) with the vector $A_{0} \tilde{w}=(\tilde{\rho}, \rho \tilde{u})$, we obtain

$$
\begin{align*}
\left\langle\partial_{t} \tilde{w}, A_{0} \tilde{w}\right\rangle+\left\langle\left(T_{1}+T_{2}\right) \tilde{w}, A_{0} \tilde{w}\right\rangle & =-\left\langle A_{1} \partial_{x} \tilde{w}, A_{0} \tilde{w}\right\rangle+\left\langle\tilde{f}, A_{0} \tilde{w}\right\rangle \\
& \leq\|\tilde{f}\|\left\|A_{0} \tilde{w}\right\|-\left\langle A_{1} \partial_{x} \tilde{w}, A_{0} \tilde{w}\right\rangle \\
& \leq C_{0}\left(\|\tilde{f}\|+\|\tilde{w}\|+\left\|\tilde{\rho}_{x}\right\|\right)\|\tilde{w}\|  \tag{4.12}\\
& \leq C_{0}\left(\|\tilde{w}\|^{2}+\left\|\tilde{\rho}_{x}\right\|^{2}+\|\tilde{f}\|^{2}\right)
\end{align*}
$$

where we have used that

$$
\begin{aligned}
\left\langle A_{1} \partial_{x} \tilde{w}, A_{0} \tilde{w}\right\rangle & =\left\langle\left(u \tilde{\rho}_{x}+\rho \tilde{u}_{x}, p^{\prime}(\rho) \rho^{-1} \tilde{\rho}_{x}+u \tilde{u}_{x}\right),(\tilde{\rho}, \rho \tilde{u})\right\rangle \\
& =\int_{\mathbb{R}}\left\{u \tilde{\rho}_{x} \tilde{\rho}+\rho \tilde{\rho} \tilde{u}_{x}+p^{\prime}(\rho) \tilde{u} \tilde{\rho}_{x}+u \rho \tilde{u}_{x} \tilde{u}\right\} d x \\
& =\int_{\mathbb{R}}\left\{\frac{1}{2} u \partial_{x}(\tilde{\rho})^{2}-\tilde{u} \partial_{x}(\rho \tilde{\rho})+p^{\prime}(\rho) \tilde{u} \tilde{\rho}_{x}+\frac{1}{2} u \rho \partial_{x}(\tilde{u})^{2}\right\} d x \\
& \leq-\frac{1}{2} \int_{\mathbb{R}} u_{x} \tilde{\rho}^{2} d x+C_{0}\|\tilde{u}\|\left\|\tilde{\rho}_{x}\right\|-\frac{1}{2} \int_{\mathbb{R}} \partial_{x}(u \rho) \tilde{u}^{2} d x \\
& \leq C_{0}\|\tilde{u}\|\left\|\tilde{\rho}_{x}\right\|+C_{0}\|\tilde{w}\|^{2}
\end{aligned}
$$

Now, since

$$
\frac{1}{2} \partial_{t}\left\|\sqrt{A_{0}} \tilde{w}\right\|^{2}=\frac{1}{2} \partial_{t} \int_{\mathbb{R}}\left(\tilde{\rho}^{2}+\rho \tilde{u}^{2}\right) d x=\int_{\mathbb{R}}\left(\tilde{\rho}_{t} \tilde{\rho}+\rho \tilde{u}_{t} \tilde{u}+\tilde{u}^{2} \rho_{t}\right) d x=\left\langle\partial_{t} \tilde{w}, A_{0} \tilde{w}\right\rangle+\int_{\mathbb{R}} \tilde{u}^{2} \rho_{t} d x
$$

we have

$$
\begin{equation*}
\left\langle\partial_{t} \tilde{w}, A_{0} \tilde{w}\right\rangle \geq \frac{1}{2} \partial_{t}\left\|\sqrt{A_{0}} \tilde{w}\right\|^{2}-C_{0}\|\tilde{w}\|^{2} \tag{4.13}
\end{equation*}
$$

From the first equation in (4.4),

$$
\rho \tilde{u}_{x}=-\left(\partial_{t}+u \partial_{x}\right) \tilde{\rho}+\tilde{f}_{1}
$$

and by standard integration by parts we obtain

$$
\begin{align*}
\left\langle T_{1} \tilde{w}, A_{0} \tilde{w}\right\rangle & =\left\langle\left(0,-\nu \triangle \tilde{\rho}_{x}\right),(\tilde{\rho}, \rho \tilde{u})\right. \\
& =-\nu \int_{\mathbb{R}}\left(\triangle \tilde{\rho}_{x}\right)(\rho \tilde{u}) d x \\
& =\nu \int_{\mathbb{R}}(\triangle \tilde{\rho})(\rho \tilde{u})_{x} d x \\
& =\left\langle\nu \triangle \tilde{\rho}, \rho \tilde{u}_{x}+\rho_{x} \tilde{u}\right\rangle \\
& =\left\langle\nu \triangle \tilde{\rho},-\left(\partial_{t}+u \partial_{x}\right) \tilde{\rho}+\tilde{f}_{1}+\rho_{x} \tilde{u}\right\rangle \\
& =\nu\left\langle\tilde{\rho}_{x}, \partial_{t} \tilde{\rho}_{x}\right\rangle-\nu \int_{\mathbb{R}} \tilde{\rho}_{x x} u \tilde{\rho}_{x} d x+\nu \int_{\mathbb{R}} \tilde{\rho}_{x x} \tilde{f}_{1} d x+\nu \int_{\mathbb{R}} \tilde{\rho}_{x x} \rho_{x} \tilde{u} d x  \tag{4.14}\\
& =\nu\left(\frac{1}{2} \partial_{t}\left\|\tilde{\rho}_{x}\right\|^{2}+\frac{1}{2} \int_{\mathbb{R}} u \partial_{x}\left(\tilde{\rho}_{x}\right)^{2} d x-\int_{\mathbb{R}} \tilde{\rho}_{x} \partial_{x} \tilde{f}_{1} d x-\nu \int_{\mathbb{R}} \tilde{\rho}_{x} \partial_{x}\left(\rho_{x} u\right) d x\right) \\
& =\nu\left(\frac{1}{2} \partial_{t}\left\|\tilde{\rho}_{x}\right\|^{2}+\frac{1}{2} \int_{\mathbb{R}} u \partial_{x}\left(\tilde{\rho}_{x}\right)^{2} d x-\int_{\mathbb{R}} \tilde{\rho}_{x} \partial_{x} \tilde{f}_{1} d x-\nu \int_{\mathbb{R}} \tilde{\rho}_{x}\left(\rho_{x x} \tilde{u}+\rho_{x} \tilde{u}_{x}\right) d x\right) \\
& \geq \frac{\nu}{2} \partial_{t}\left\|\tilde{\rho}_{x}\right\|^{2}-C_{0}\left(\left\|\tilde{\rho}_{x}\right\|^{2}+\left\|\tilde{\rho}_{x}\right\|\|\tilde{u}\|+\left\|\tilde{\rho}_{x}\right\|\left\|\tilde{u}_{x}\right\|+\left\|\tilde{f}_{1}\right\|_{1}\left\|\tilde{\rho}_{x}\right\|\right) \\
& \geq \frac{\nu}{2} \partial_{t}\left\|\tilde{\rho}_{x}\right\|^{2}-C_{0}\left(\left\|\tilde{\rho}_{x}\right\|^{2}+\|\tilde{w}\|^{2}+\left\|\tilde{f}_{1}\right\|_{1}^{2}\right)-\epsilon\left\|\tilde{u}_{x}\right\|^{2},
\end{align*}
$$

where we used

$$
\left\langle\nu \tilde{\rho}_{x x},-\partial_{t} \tilde{\rho}\right\rangle=\nu\left\langle\tilde{\rho}_{x}, \partial_{t} \tilde{\rho}_{x}\right\rangle=\frac{\nu}{2} \partial_{t}\left\|\tilde{\rho}_{x}\right\|^{2}
$$

For the term involving $T_{2}$ we have

$$
\begin{align*}
\left\langle T_{2} \tilde{w}, A_{0} \tilde{w}\right\rangle & =\left\langle\left(0,-\frac{4}{3} \mu \rho^{-1} \tilde{u}_{x x}\right),(\tilde{\rho}, \rho \tilde{u})\right\rangle \\
& =-\frac{4}{3} \int_{\mathbb{R}} \mu \tilde{u}_{x x} \tilde{u}_{x} d x=\frac{4}{3} \mu \int_{\mathbb{R}} \tilde{u}_{x}^{2} d x  \tag{4.15}\\
& =\frac{4}{3} \mu\left\|\tilde{u}_{x}\right\|^{2} \geq \mu\left\|\tilde{u}_{x}\right\|^{2}
\end{align*}
$$

Then, combining (4.12)-(4.15) and noticing that $\left\|A_{0} \tilde{w}\right\| \sim\|\tilde{w}\|$ we obtain the estimate (4.9).
From (4.9), using the Gronwall's lemma, we obtain

$$
\begin{equation*}
\|\tilde{w}(t)\|^{2}+\left\|\tilde{\rho}_{x}(t)\right\|^{2} \leq e^{C_{0} t}\left(\left\|\tilde{w}_{0}\right\|^{2}+\left\|\tilde{\rho}_{0}\right\|^{2}\right)+\int_{0}^{t} e^{C_{0}(t-s)}\left(\|\tilde{f}(s)\|^{2}+\left\|\tilde{f}_{1}(s)\right\|_{1}^{2}\right) d s \tag{4.16}
\end{equation*}
$$

Replacing the term $\|\tilde{w}\|^{2}+\left\|\tilde{\rho}_{x}\right\|^{2}$ on the right of (4.9), we get

$$
\begin{aligned}
\partial_{t}\left(\|\tilde{w}\|^{2}+\left\|\tilde{\rho}_{x}\right\|^{2}\right)+\left\|\tilde{u}_{x}\right\|^{2} \leq & C_{0}\left(e^{C_{0} t}\left(\left\|\tilde{w}_{0}\right\|^{2}+\left\|\tilde{\rho}_{0 x}\right\|^{2}\right)+e^{C_{0} t} \int_{0}^{t} e^{-C_{0} s}\left(\|\tilde{f}(s)\|^{2}+\left\|\tilde{f}_{1}(s)\right\|_{1}^{2}\right) d s\right) \\
& +C_{0}\left(\|\tilde{f}(t)\|^{2}+\left\|\tilde{f}_{1}(t)\right\|_{1}^{2}\right) \\
\leq & C_{0}\left(e^{C_{0} t}\left(\left\|\tilde{w}_{0}\right\|^{2}+\left\|\tilde{\rho}_{0 x}\right\|^{2}\right)+e^{C_{0} t} \int_{0}^{T}\left(\|\tilde{f}(s)\|^{2}+\left\|\tilde{f}_{1}(s)\right\|_{1}^{2}\right) d s\right) \\
& +C_{0}\left(\|\tilde{f}(t)\|^{2}+\left\|\tilde{f}_{1}(t)\right\|_{1}^{2}\right)
\end{aligned}
$$

Finally, integrating the last expression from 0 to $t_{1}$, we obtain

$$
\begin{aligned}
\int_{0}^{t_{1}} \partial_{t}\left(\|\tilde{w}\|^{2}+\left\|\tilde{\rho}_{x}\right\|^{2}\right) d t+\int_{0}^{t_{1}}\left\|\tilde{u}_{x}(t)\right\|^{2} d t \leq & \left(\int_{0}^{t_{1}} C_{0} e^{C_{0} t} d t\right)\left(\left\|\tilde{w}_{0}\right\|^{2}+\left\|\tilde{\rho}_{0 x}\right\|^{2}\right) \\
& +C_{0} \int_{0}^{t_{1}}\left(\|\tilde{f}(t)\|^{2}+\left\|\tilde{f}_{1}(t)\right\|_{1}^{2}\right) d t \\
& +\left(\int_{0}^{t_{1}} e^{C_{0} t} d t\right) \int_{0}^{T}\left(\|\tilde{f}(s)\|^{2}+\left\|\tilde{f}_{1}(s)\right\|_{1}^{2}\right) d s
\end{aligned}
$$

yielding (4.10)
Now we derive high-order estimates. We denote

$$
\|\tilde{w}\|_{k,[0, T]}^{2} \equiv \sum_{j \leq k}\left\|D_{x}^{j} \tilde{w}\right\|_{[0, T]}^{2}
$$

Let $\beta_{k}$ be a constant such that the variable $w=(\rho, u)$ in the coefficients of (4.6) satisfies

$$
\begin{equation*}
\sup _{t, x}\left(\rho^{-1}+\left|\rho_{t}\right|+\sum_{j \leq 2}\left|D_{x}^{k} w\right|\right)+\|w\|_{k,[0, T]}^{2} \leq \beta_{k} \tag{4.17}
\end{equation*}
$$

Let $C_{k}$ denote the constant that depends only upon $\beta_{k}$. Then we have the following $k$ th order energy estimate.

Theorem 4.2 For any integer $k \geq 4$, the smooth solution $\tilde{w} \in C_{0}^{\infty}([0, T] \times \mathbb{R})$ of (4.4) and (4.5) satisfies the estimates

$$
\begin{align*}
& \partial_{t}\left(\|\tilde{w}\|_{k}^{2}+\|\tilde{\rho}\|_{k+1}^{2}\right)+\|\tilde{u}\|_{k+1}^{2} \\
& \quad \leq C_{k}\left(\|\tilde{w}\|_{k}^{2}+\|\tilde{\rho}\|_{k+1}^{2}+\left\|\tilde{f}_{1}\right\|_{k+1}+\|\tilde{f}\|_{k}^{2}\right) \tag{4.18}
\end{align*}
$$

and

$$
\begin{equation*}
\|\tilde{w}\|_{k,[0, T]}^{2} \leq C_{k}(T)\left(\left\|\tilde{w}_{0}\right\|_{k}^{2}+\left\|\tilde{\rho}_{0}\right\|_{k+1}^{2}+\int_{0}^{T}\left(\|\tilde{f}(t)\|_{k}^{2}+\left\|\tilde{f}_{1}(t)\right\|_{k+1}^{2}\right) d t\right) \tag{4.19}
\end{equation*}
$$

Proof. Let $\nabla^{k}$ denote the derivative of order $k$ with respect to $x$. Then, applying $\nabla^{j}$ to (4.6), we have

$$
\begin{equation*}
\tilde{L}(\tilde{w}) \nabla^{j} \tilde{w}=\nabla^{j} \tilde{f}-\left[\nabla^{j}, \tilde{L}\right] \tilde{w} \tag{4.20}
\end{equation*}
$$

Taking the inner product of (4.20) with $A_{0} \nabla^{j} \tilde{w}$, we obtain

$$
\begin{aligned}
\left\langle\partial_{t} \nabla^{j} \tilde{w}, A_{0} \nabla^{j} \tilde{w}\right\rangle+\left\langle\left(T_{1}+T_{2}\right) \nabla^{j} \tilde{w}, A_{0} \nabla^{j} \tilde{w}\right\rangle= & -\left\langle A_{1} \nabla^{j} \tilde{w}, A_{0} \nabla^{j} \tilde{w}\right\rangle+\left\langle\nabla^{j} \tilde{f}, A_{0} \nabla^{j} \tilde{w}\right\rangle \\
& +\left\langle\left[\nabla^{j}, \tilde{L}\right] \tilde{w}, A_{0} \nabla^{j} \tilde{w}\right\rangle
\end{aligned}
$$

Now, we observe that

$$
\left\langle A_{1} \nabla^{j} \tilde{w}, A_{0} \nabla^{j} \tilde{w}\right\rangle=\left\langle\left(u \partial_{x} \nabla^{j} \tilde{\rho}+\rho \partial_{x} \nabla^{j} \tilde{u}, p^{\prime} \rho^{-1} \partial_{x} \nabla^{j} \tilde{\rho}+u \partial_{x} \nabla^{j} \tilde{u}\right),\left(\nabla^{j} \tilde{\rho}, \rho \nabla^{j} \tilde{u}\right)\right\rangle
$$

where we have

$$
\begin{aligned}
\left\langle\rho \partial_{x} \nabla^{j} \tilde{u}, \nabla^{j} \tilde{\rho}\right\rangle & =\int_{\mathbb{R}} \rho\left(\partial_{x} \nabla^{j} \tilde{u}\right) \nabla^{j} \tilde{\rho} d x \\
& =-\int_{\mathbb{R}}\left(\nabla^{j} \tilde{u}\right) \partial_{x}\left(\rho \nabla^{j} \tilde{\rho}\right) d x \\
& \leq \tilde{C}\|\tilde{\rho}\|_{j+1}\|\tilde{u}\|_{j},
\end{aligned}
$$

and

$$
\begin{aligned}
\left\langle u \partial_{x} \nabla^{j} \tilde{u}, \rho \nabla^{j} \tilde{u}\right\rangle & =\int_{\mathbb{R}} u \rho\left(\partial_{x} \nabla^{j} \tilde{u}\right) \nabla^{j} \tilde{u} d x \\
& =\frac{1}{2} \int_{\mathbb{R}} u \rho \partial_{x}\left(\nabla^{j} \tilde{u}\right)^{2} d x \\
& =-\frac{1}{2} \int_{\mathbb{R}}\left(\nabla^{j} \tilde{u}\right)^{2} \partial_{x}(u \rho) d x \\
& \leq C\|\tilde{u}\|_{j}^{2} .
\end{aligned}
$$

Then we can write

$$
\begin{align*}
&-\left\langle A_{1} \nabla^{j} \tilde{w}, A_{0} \nabla^{j} \tilde{w}\right\rangle+\left\langle\nabla^{j} \tilde{f}, A_{0} \nabla^{j} \tilde{w}\right\rangle+\left\langle\left[\nabla^{j}, \tilde{L}\right] \tilde{w}, A_{0} \nabla^{j} \tilde{w}\right\rangle \\
& \leq C_{j}\left(\|\tilde{w}\|_{j}^{2}+\|\tilde{\rho}\|_{j+1}^{2}+\|\tilde{f}\|_{j}^{2}+\left|\left\langle A_{0} \nabla^{j} \tilde{w},\left[\nabla^{j}, \tilde{L}\right] \tilde{w}\right\rangle\right|\right) . \tag{4.21}
\end{align*}
$$

And using a reasoning similar to the one used to obtain (4.13), we can write

$$
\left\langle\partial_{t} \nabla^{j} \tilde{w}, A_{0} \nabla^{j} \tilde{w}\right\rangle \geq \frac{1}{2} \partial_{t}\left\|\sqrt{A_{0}} \nabla^{j} \tilde{w}\right\|^{2}-C_{j}\|\tilde{w}\|_{j}^{2}
$$

Moreover,

$$
\begin{aligned}
\left\langle T_{2} \nabla^{j} \tilde{w}, A_{0} \nabla^{j} \tilde{w}\right\rangle & =\left\langle\left(0,-\frac{4}{3} \mu \rho^{-1} \triangle \nabla^{j} \tilde{u}\right),\left(\nabla^{j} \tilde{\rho}, \rho \nabla^{j} \tilde{u}\right\rangle\right. \\
& =-\frac{4}{3} \mu \int_{\mathbb{R}}\left(\triangle \nabla^{j} \tilde{u}\right) \nabla^{j} \tilde{u} d x \\
& =\frac{4}{3} \mu \int_{\mathbb{R}}\left(\nabla^{j} \tilde{u}_{x}\right)^{2} d x \\
& =\frac{4}{3} \mu\left\|\nabla^{j+1} \tilde{u}\right\|^{2}
\end{aligned}
$$

Then, using the above two expressions and (4.21) we obtain

$$
\begin{align*}
& \partial_{t}\left\|\nabla^{j} \tilde{w}\right\|^{2}+\left\|\nabla^{j+1} \tilde{u}\right\|^{2}+\left\langle A_{0} \nabla^{j} \tilde{w}, T_{1} \nabla \tilde{w}\right\rangle \\
& \leq C_{j}\left(\|\tilde{w}\|_{j}^{2}+\|\tilde{\rho}\|_{j+1}^{2}+\|\tilde{f}\|_{j}^{2}+\left|\left\langle A_{0} \nabla^{j} \tilde{w},\left[\nabla^{j}, \tilde{L}\right] \tilde{w}\right\rangle\right|\right) \tag{4.22}
\end{align*}
$$

Before we proceed, we note that up to here in the proof we have used only the first term in left-hand side of (4.17). Now, let us consider the term

$$
\begin{aligned}
\left\langle A_{0} \nabla^{j} \tilde{w}, T_{1} \nabla^{j} \tilde{w}\right\rangle & =\left\langle\left(\nabla^{j} \tilde{\rho}, \rho \nabla^{j} \tilde{u}\right),\left(0,-\nu \Delta \nabla^{j+1} \tilde{\rho}\right\rangle\right. \\
& =-\nu \int_{\mathbb{R}}\left(\Delta \nabla^{j+1} \tilde{\rho}\right) \rho \nabla^{j} \tilde{u} d x \\
& =\nu \int_{\mathbb{R}}\left(\triangle \nabla^{j} \tilde{\rho}\right)\left(\rho \nabla^{j} \tilde{u}_{x}+\rho_{x} \nabla^{j} \tilde{u}\right) d x \\
& =\nu\left\langle\triangle \nabla^{j} \tilde{\rho}, \rho \nabla^{j} \tilde{u}_{x}\right\rangle+\nu\left\langle\triangle \nabla^{j} \tilde{\rho}, \rho_{x} \nabla^{j} \tilde{u}\right\rangle .
\end{aligned}
$$

From the first equation in (4.6), we have

$$
\rho \nabla^{j} \tilde{u}_{x}=-\left(\partial_{t}+u \partial_{x}\right) \nabla^{j} \tilde{\rho}-\nabla^{j} \tilde{f}_{1}-\left[\nabla^{j}, \tilde{L}_{1}(w)\right] \tilde{w}
$$

and if we make the computation, we can see that

$$
\left[\nabla^{j}, \tilde{L}_{1}(w)\right] \tilde{w}=\{\cdots\}_{1}+\{\cdots\}_{2}
$$

where $\{\cdots\}_{1}$ and $\{\cdots\}_{2}$ contain terms of the form

$$
\begin{aligned}
& \alpha_{j}\left(\nabla^{j-i} u\right)\left(\nabla^{i+1} \tilde{\rho}\right), \\
& \alpha_{j}\left(\nabla^{j-i} \rho\right)\left(\nabla^{i+1} \tilde{u}\right),
\end{aligned}
$$

respectively, for $0 \leq i \leq j-1$ and some $\alpha_{j}$ 's constants. Then we have

$$
\begin{aligned}
\nu\left\langle\Delta \nabla^{j} \tilde{\rho}, \rho \nabla^{j} \tilde{u}_{x}\right\rangle & =\nu\left\langle\Delta \nabla^{j} \tilde{\rho},-\left(\partial_{t}+u \partial_{x}\right) \nabla^{j} \tilde{\rho}-\nabla^{j} \tilde{f}_{1}-\left(\{\cdots\}_{1}+\{\cdots\}_{2}\right)\right\rangle \\
& \geq-\nu\left\langle\Delta \nabla^{j} \tilde{\rho}, \nabla^{j} \partial_{t} \tilde{\rho}\right\rangle-\frac{\nu}{2} \int_{\mathbb{R}} u \partial_{x}\left(\nabla^{j+1} \tilde{\rho}\right)^{2} d x-C_{j}\left\|\nabla^{j+1} \tilde{\rho}\right\|\left\|\tilde{f}_{1}\right\|_{j+1}-C_{j}\left\|\nabla^{j+1} \tilde{\rho}\right\|\left\|\nabla^{j+1} \tilde{u}\right\| \\
& \geq-\nu\left\langle\Delta \nabla^{j} \tilde{\rho}, \nabla^{j} \partial_{t} \tilde{\rho}\right\rangle+\frac{\nu}{2} \int_{\mathbb{R}} \partial_{x} u\left(\nabla^{j+1} \tilde{\rho}\right)^{2} d x-C_{j}\left\|\nabla^{j+1} \tilde{\rho}\right\|\left\|\tilde{f}_{1}\right\|_{j+1}-C_{j}\left\|\nabla^{j+1} \tilde{\rho}\right\|\left\|\nabla^{j+1} \tilde{u}\right\| \\
& \geq-\nu\left\langle\Delta \nabla^{j} \tilde{\rho}, \nabla^{j} \partial_{t} \tilde{\rho}\right\rangle-C_{j}\left\|\nabla^{j+1} \tilde{\rho}\right\|^{2}-C_{j}\left\|\nabla^{j+1} \tilde{\rho}\right\|\left\|\tilde{f}_{1}\right\|_{j+1}-C_{j}\left\|\nabla^{j+1} \tilde{\rho}\right\|\left\|\nabla^{j+1} \tilde{u}\right\| .
\end{aligned}
$$

In the above computations we used the second term in the left-hand side of (4.17). Also we have

$$
\begin{aligned}
\nu\left\langle\Delta \nabla^{j} \tilde{\rho}, \rho_{x} \nabla^{j} \tilde{u}\right\rangle & =\nu \int_{\mathbb{R}}\left(\Delta \nabla^{j} \tilde{\rho}\right) \rho_{x} \nabla^{j} \tilde{u} d x \\
& =-\nu \int_{\mathbb{R}}\left(\nabla^{j+1} \tilde{\rho}\right) \partial_{x}\left(\rho_{x} \nabla^{j} \tilde{u}\right) d x \\
& \leq C_{j}\left\|\nabla^{j+1} \tilde{\rho}\right\|\left\|\nabla^{j+1} \tilde{u}\right\| .
\end{aligned}
$$

Then we can write

$$
\begin{align*}
\left\langle A_{0} \nabla^{j} \tilde{w}, T_{1} \nabla^{j} \tilde{w}\right\rangle \geq & \frac{\nu}{2} \partial_{t}\left\|\nabla^{j+1} \tilde{\rho}\right\|^{2}-\epsilon\left\|\nabla^{j+1} \tilde{u}\right\|^{2}  \tag{4.23}\\
& -C_{j}\left(\left\|\nabla^{j+1} \tilde{\rho}\right\|^{2}+\left\|\tilde{f}_{1}\right\|_{j+1}^{2}\right),
\end{align*}
$$

where we have used that

$$
\begin{aligned}
\nu\left\langle\Delta \nabla^{j} \tilde{\rho}, \nabla \tilde{\rho}_{t}\right\rangle=\nu \int_{\mathbb{R}}\left(\Delta \nabla^{j} \tilde{\rho}\right)\left(\nabla^{j} \tilde{\rho}_{t}\right) d x & =-\nu \int_{\mathbb{R}}\left(\nabla^{j+1} \tilde{\rho}\right)\left(\nabla^{j+1} \tilde{\rho}_{t}\right) d x \\
& =-\frac{\nu}{2} \partial_{t} \int_{\mathbb{R}}\left(\nabla^{j+1} \tilde{\rho}\right)^{2} d x \\
& =-\frac{\nu}{2} \partial_{t}\left\|\nabla^{j+1} \tilde{\rho}\right\|^{2} .
\end{aligned}
$$

Now, we discuss the terms involving the commutator $\left[\nabla^{j}, \tilde{L}\right]$. By the form of $\left[\nabla^{j}, \tilde{L}_{1}(w)\right] \tilde{w}$ we have

$$
\left\langle\nabla^{j} \tilde{\rho},\left[\nabla^{j}, \tilde{L}_{1}(w)\right] \tilde{w}\right\rangle \leq C_{j}\|\tilde{w}\|_{j}^{2},
$$

and for the second coordinate of the commutator we obtain

$$
\left[\nabla^{j}, \tilde{L}_{2}(\tilde{w})\right]=\{\cdots\}_{a}+\{\cdots\}_{b}+\{\cdots\}_{c},
$$

where $\{\cdots\}_{a},\{\cdots\}_{b}$, and $\{\cdots\}_{c}$ contain terms of the form

$$
\begin{gathered}
\beta_{j}\left(\nabla^{j-i} u\right)\left(\nabla^{i+1} \tilde{u}\right), \\
\beta_{j}\left(\nabla^{j-i}\left(p^{\prime}(\rho) \rho^{-1}\right)\right)\left(\nabla^{i+1} \tilde{\rho}\right) \text {, and } \\
\beta_{j}\left(\nabla^{j-i} \rho^{-1}\right)\left(\nabla^{i+2} \tilde{u}\right),
\end{gathered}
$$

respectively, for $0 \leq i \leq j-1$, and some $\beta_{j}$ 's constants. Then we can write

$$
\left\langle\rho \nabla^{j} \tilde{u},\left[\nabla^{j}, \tilde{L}_{2}(w)\right] \tilde{w}\right\rangle \leq C_{j}\left(\|\tilde{w}\|_{j}^{2}+\left\|\nabla^{j+1} \tilde{\rho}\right\|^{2}\right)+\epsilon\left\|\nabla^{j+1} \tilde{u}\right\|^{2} .
$$

Thus, with the last two estimates, we obtain

$$
\begin{equation*}
\left|\left\langle A_{0} \nabla^{j} \tilde{w},\left[\nabla^{j}, \tilde{L}(w)\right] \tilde{w}\right\rangle\right| \leq C_{j}\left(\|\tilde{w}\|_{j}^{2}+\left\|\nabla^{j+1} \tilde{\rho}\right\|^{2}\right)+\epsilon\left\|\nabla^{j+1} \tilde{u}\right\|^{2} \tag{4.24}
\end{equation*}
$$

Combining (4.22)-(4.24) and taking $j=k$, we obtain

$$
\begin{aligned}
& \partial_{t}\left(\|\tilde{w}\|_{k}^{2}+\|\tilde{\rho}\|_{k+1}^{2}\right)+\|\tilde{u}\|_{k+1}^{2} \\
& \quad \leq C_{k}\left(\|\tilde{w}\|_{k}^{2}+\|\tilde{\rho}\|_{k+1}^{2}+\left\|\tilde{f}_{1}\right\|_{k+1}+\|\tilde{f}\|_{k}^{2}\right),
\end{aligned}
$$

which is (4.18). Applying Gronwall's lemma to last expression, as we did to obtain (4.10), we obtain (4.19).

### 4.2 Existence of solutions for the linearized problem

By the energy estimate (4.19) we need only to prove the existence of the solution for the problem (4.4)-(4.5) for $\tilde{f} \in C_{0}^{\infty}([0, T] \times \mathbb{R})$ and $\tilde{w}=0$. Let the sequence of smooth functions $\left\{(\tilde{f})_{i}\right\}$ converge to $\tilde{f}$. Then, by (4.19), the solution sequence $\left\{\tilde{w}_{i}\right\}$ converges to the desired function. The homogeneous initial condition is due to the linearity of the operator $\tilde{L}$.

Remark: It is well known that $C_{0}^{\infty}\left([0, T] ; H^{k}(\mathbb{R})\right)$ is dense in $L^{2}\left([0, T] ; H^{k}(\mathbb{R})\right)$ (see Theorem 2.1 in [11], Chapter 1)). Also, since the space $C_{0}^{\infty}(\mathbb{R})$ is dense in $H^{k}(\mathbb{R})$, and we can think the elements of $C_{0}^{\infty}([0, T] \times \mathbb{R})$ as elements of $C_{0}^{\infty}\left([0, T] ; H^{k}(\mathbb{R})\right)$, then we can approximate functions $g \in C_{0}^{\infty}\left([0, T] ; H^{k}(\mathbb{R})\right)$ by functions in $C_{0}^{\infty}([0, T] \times \mathbb{R})$. Thus, we conclude that any function $f \in L^{2}\left([0, T] ; H^{k}(\mathbb{R})\right)$, can be approximated by functions $h \in C_{0}^{\infty}([0, T] \times \mathbb{R})$.

In the sequel, we use the dual method to prove the existence of the following problem in $[0, T]$ :

$$
\begin{gather*}
L \tilde{w} \equiv \partial_{t} \tilde{w}+A_{1} \partial_{x} \tilde{w}+\left(T_{1}+T_{2}\right) \tilde{w}=\tilde{f}  \tag{4.25}\\
\tilde{w}(x, 0)=0 \tag{4.26}
\end{gather*}
$$

where $A_{1}$ and the operator $T_{1}, T_{2}$ are defined in (4.7) and (4.8), respectively. The adjoint operator $L^{*}$ for (4.25) is defined by

$$
\langle L \tilde{w}, \tilde{\phi}\rangle=\left\langle\tilde{w}, L^{*} \tilde{\phi}\right\rangle
$$

where the above equality has to be understood in the sense of the pairing of $L^{2}\left([0, T] ; H^{-k}(\mathbb{R})\right)$ and $L^{2}\left(0, T ; H^{k}(\mathbb{R})\right)$. Then to prove the existence of weak solutions $\tilde{w} \in L^{2}\left([0, T] ; H^{k}(\mathbb{R})\right)$ for (4.25) and (4.26), we need to establish the energy estimates of negative order for the operator $L^{*}$. We first derive the classical energy estimates for

$$
\begin{gather*}
L^{*} \tilde{\phi}=-\partial_{t} \tilde{\phi}-A_{1}^{*} \partial_{x} \tilde{\phi}+\left(T_{1}^{*}+T_{2}^{*}\right) \tilde{\phi}=\tilde{g}  \tag{4.27}\\
\tilde{\phi}(x, T)=0 \tag{4.28}
\end{gather*}
$$

Theorem 4.3 The solutions of (4.27) and (4.28) satisfy the following estimate:

$$
\begin{equation*}
\|\tilde{\phi}(t)\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}(t)\right\|^{2} \leq C \int_{0}^{T}\|\tilde{g}(\tau)\|^{2} d \tau \tag{4.29}
\end{equation*}
$$

Proof. The operator $L^{*}$ can be explicitly written as follows:

$$
\left\{\begin{array}{l}
-\left(\partial_{t}+\partial_{x} u\right) \tilde{\phi}_{1}-\partial_{x}\left(p^{\prime}(\rho) \rho^{-1} \tilde{\phi}_{2}\right)+\nu \triangle \partial_{x} \tilde{\phi}_{2}=\tilde{g}_{1}  \tag{4.30}\\
-\left(\partial_{t}+\partial_{x} u\right) \tilde{\phi}_{2}-\partial_{x}\left(\rho \tilde{\phi}_{1}\right)-\frac{4}{3} \partial_{x x}\left(\rho^{-1} \tilde{\phi}_{2}\right)=\tilde{g}_{2}
\end{array}\right.
$$

Taking the inner product of the second equation in (4.30) with $\tilde{\phi}_{2}$, we have

$$
\left\langle-\partial_{t} \tilde{\phi}_{2}, \tilde{\phi}_{2}\right\rangle-\frac{4}{3} \mu\left\langle\partial_{x x}\left(\rho^{-1} \tilde{\phi}_{2}\right), \tilde{\phi}_{2}\right\rangle=\left\langle\partial_{x}\left(\rho \tilde{\phi}_{1}+u \tilde{\phi}_{2}\right)+\tilde{g}_{2}, \tilde{\phi}_{2}\right\rangle
$$

We integrate by parts the second therm in the left-hand side of the last expression to obtain

$$
\begin{aligned}
-\left\langle\partial_{x x}\left(\rho^{-1} \tilde{\phi}_{2}\right), \tilde{\phi}_{2}\right\rangle & =-\int_{\mathbb{R}} \partial_{x x}\left(\rho^{-1} \tilde{\phi}_{2}\right) \tilde{\phi}_{2} d x \\
& =\int_{\mathbb{R}} \partial_{x}\left(\rho^{-1} \tilde{\phi}_{2}\right) \partial_{x} \tilde{\phi}_{2} d x \\
& =\int_{\mathbb{R}} \partial_{x}\left(\rho^{-1}\right) \tilde{\phi}_{2} \partial_{x} \tilde{\phi}_{2} d x+\int_{\mathbb{R}} \rho^{-1} \partial_{x} \tilde{\phi}_{2} \partial_{x} \tilde{\phi}_{2} d x \\
& =\left\|\rho^{-1 / 2} \tilde{\phi}_{x}\right\|^{2}+\frac{1}{2} \int_{\mathbb{R}} \partial_{x}\left(-\rho^{-1}\right) \partial_{x}\left(\tilde{\phi}_{2}\right)^{2} d x \\
& =\left\|\rho^{-1 / 2} \tilde{\phi}_{x}\right\|^{2}+\frac{1}{2} \int_{\mathbb{R}}\left(\partial_{x x} \rho^{-1}\right) \tilde{\phi}_{2}^{2} d x \\
& \geq\left\|\rho^{-1 / 2} \tilde{\phi}_{x}\right\|^{2}-C\left\|\tilde{\phi}_{2}\right\|^{2}
\end{aligned}
$$

Also

$$
\left\langle-\partial_{t} \tilde{\phi}_{2}, \tilde{\phi}_{2}\right\rangle=-\int_{\mathbb{R}}\left(\partial_{t} \tilde{\phi}_{2}\right) \tilde{\phi}_{2} d x=-\frac{1}{2} \partial_{t} \int_{\mathbb{R}} \tilde{\phi}_{2}^{2} d x=-\frac{1}{2} \partial_{t}\left\|\tilde{\phi}_{2}\right\|^{2}
$$

We can estimate the terms in the right-hand side as

$$
\begin{aligned}
\left\langle\partial_{x}\left(u \tilde{\phi}_{2}\right), \tilde{\phi}_{2}\right\rangle & =\int_{\mathbb{R}} \partial_{x}\left(u \tilde{\phi}_{2}\right) \tilde{\phi}_{2} d x \\
& =-\int_{\mathbb{R}} u \tilde{\phi}_{2} \partial_{x} \tilde{\phi}_{2} d x \\
& =-\frac{1}{2} \int_{\mathbb{R}} u \partial_{x}\left(\tilde{\phi}_{2}^{2}\right) d x \\
= & \frac{1}{2} \int_{\mathbb{R}}\left(\partial_{x} u\right) \tilde{\phi}_{2}^{2} d x \\
& \leq C\left\|\tilde{\phi}_{2}\right\|^{2}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\langle\partial_{x}\left(\rho \tilde{\phi}_{1}\right), \tilde{\phi}_{2}\right\rangle & =\int_{\mathbb{R}} \tilde{\phi}_{2} \partial_{x}\left(\rho \tilde{\phi}_{1}\right) d x \\
& =-\int_{\mathbb{R}} \rho^{3 / 2} \tilde{\phi}_{1} \rho^{-1 / 2} \partial_{x} \tilde{\phi}_{2} d x \\
& \leq C\left\|\tilde{\phi}_{1}\right\|^{2}+\frac{1}{3} \mu\left\|\rho^{-1 / 2} \partial_{x} \tilde{\phi}_{2}\right\|^{2}
\end{aligned}
$$

Here we have used the inequality

$$
\begin{equation*}
\|a\|\|b\| \leq \epsilon\|a\|^{2}+\frac{1}{\epsilon}\|b\|^{2} \tag{4.31}
\end{equation*}
$$

for $\epsilon>0$. Thus we get the following estimate

$$
\begin{equation*}
-\frac{1}{2} \partial_{t}\left\|\tilde{\phi}_{2}\right\|^{2}+\mu\left\|\rho^{-1} \partial_{x} \tilde{\phi}_{2}\right\|^{2} \leq C\left(\|\tilde{\phi}\|^{2}+\left\|\tilde{g}_{2}\right\|^{2}\right) \tag{4.32}
\end{equation*}
$$

Now, we take the inner product of the second equation in (4.30) with $-\partial_{x x} \tilde{\phi}_{2}$ to obtain

$$
\left\langle\partial_{t} \tilde{\phi}_{2}, \partial_{x x} \tilde{\phi}_{2}\right\rangle+\frac{4}{3} \mu\left\langle\partial_{x x}\left(\rho^{-1} \tilde{\phi}_{2}\right), \partial_{x x} \tilde{\phi}_{2}\right\rangle+\left\langle\partial_{x}\left(\rho \tilde{\phi}_{1}\right), \partial_{x x} \tilde{\phi}_{2}\right\rangle=\left\langle\partial_{x}\left(u \tilde{\phi}_{2}\right)+\tilde{g}_{2},-\partial_{x x} \tilde{\phi}_{2}\right\rangle .
$$

And for the second term in the left-hand side, we have the estimate

$$
\begin{aligned}
\left\langle\partial_{x x}\left(\rho^{-1} \tilde{\phi}_{2}\right), \partial_{x x} \tilde{\phi}_{2}\right\rangle & =\int_{\mathbb{R}} \partial_{x x}\left(\rho^{-1} \tilde{\phi}_{2}\right) \partial_{x x} \tilde{\phi}_{2} d x \\
& =\int_{\mathbb{R}}\left\{\tilde{\phi}_{2} \partial_{x x} \rho^{-1}+2\left(\partial_{x} \rho^{-1}\right)\left(\partial_{x} \tilde{\phi}_{2}\right)+\rho^{-1} \partial_{x x} \tilde{\phi}_{2}\right\} \partial_{x x} \tilde{\phi}_{2} d x \\
& =\left\|\rho^{-1 / 2} \partial_{x x} \tilde{\phi}_{2}\right\|^{2}+\int_{\mathbb{R}} \partial_{x}\left(\rho^{-1}\right) \partial_{x}\left(\partial_{x} \tilde{\phi}_{2}\right)^{2} d x+\int_{\mathbb{R}} \rho^{1 / 2} \tilde{\phi}_{2} \rho^{-1 / 2}\left(\partial_{x x} \tilde{\phi}_{2}\right) \partial_{x x}\left(\rho^{-1}\right) d x \\
& \geq\left\|\rho^{-1 / 2} \triangle \tilde{\phi}_{2}\right\|^{2}-\int_{\mathbb{R}}\left(\partial_{x x} \rho^{-1}\right)\left(\partial_{x} \tilde{\phi}_{2}\right)^{2} d x-C\left\|\tilde{\phi}_{2}\right\|^{2}-\epsilon\left\|\rho^{-1 / 2} \partial_{x x} \tilde{\phi}_{2}\right\| \\
& \geq(1-\epsilon)\left\|\rho^{-1 / 2} \triangle \tilde{\phi}_{2}\right\|^{2}-C\left(\left\|\tilde{\phi}_{2}\right\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|\right)
\end{aligned}
$$

where, again, we have used (4.31). Also, we have

$$
\begin{aligned}
\left\langle\partial_{t} \tilde{\phi}_{2}, \partial_{x x} \tilde{\phi}_{2}\right\rangle & =\int_{\mathbb{R}}\left(\partial_{t} \tilde{\phi}_{2}\right) \partial_{x x} \tilde{\phi}_{2} d x \\
& =-\int_{\mathbb{R}}\left(\partial_{t} \partial_{x} \tilde{\phi}_{2}\right) \partial_{x} \tilde{\phi}_{2} d x \\
& =-\frac{1}{2} \partial_{t} \int_{\mathbb{R}}\left(\partial_{x} \tilde{\phi}_{2}\right)^{2} d x \\
& =-\frac{1}{2} \partial_{t}\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}
\end{aligned}
$$

and

$$
\left\langle\partial_{x}\left(\rho \tilde{\phi}_{1}\right), \triangle \tilde{\phi}_{2}\right\rangle=-\left\langle\rho \tilde{\phi}_{1}, \triangle\left(\partial_{x} \tilde{\phi}_{2}\right)\right\rangle
$$

Using an argument similar to the one we used in obtaining (4.32), we get

$$
\left\langle\tilde{g}_{2},-\partial_{x x} \tilde{\phi}_{2}\right\rangle \leq C\left(\|\tilde{\phi}\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}+\left\|\tilde{g}_{2}\right\|^{2}\right)+\epsilon\left\|\rho^{-1 / 2} \partial_{x x} \tilde{\phi}_{2}\right\|^{2}
$$

Moreover,

$$
\begin{aligned}
-\left\langle\partial_{x}\left(u \tilde{\phi}_{2}\right), \partial_{x x} \tilde{\phi}_{2}\right\rangle & =-\left\langle\left(\partial_{x} u\right) \tilde{\phi}_{2}, \partial_{x x} \tilde{\phi}_{2}\right\rangle-\left\langle u \partial_{x} \tilde{\phi}_{2}, \partial_{x x} \tilde{\phi}_{2}\right\rangle \\
& =-\int_{\mathbb{R}}\left(\partial_{x} u\right) \tilde{\phi}_{2} \partial_{x x} \tilde{\phi}_{2} d x-\frac{1}{2} \int_{\mathbb{R}} u \partial_{x}\left(\partial_{x} \tilde{\phi}_{2}\right)^{2} d x \\
& =\int_{\mathbb{R}} \partial_{x}\left(\left(\partial_{x} u\right) \tilde{\phi}_{2}\right) \partial_{x} \tilde{\phi}_{2} d x+\frac{1}{2} \int_{\mathbb{R}}\left(\partial_{x} u\right)\left(\partial_{x} \tilde{\phi}_{2}\right)^{2} d x \\
& \leq C\left(\left\|\tilde{\phi}_{2}\right\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}\right)
\end{aligned}
$$

Thus, we obtain the estimate

$$
\begin{align*}
& -\frac{1}{2} \partial_{t}\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}+\mu\left\|\rho^{-1 / 2} \triangle \tilde{\phi}_{2}\right\|^{2}-\left\langle\rho \tilde{\phi}_{1}, \triangle\left(\partial_{x} \tilde{\phi}_{2}\right)\right\rangle  \tag{4.33}\\
& \leq C\left(\left\|\tilde{\phi}_{2}\right\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}+\left\|\tilde{g}_{2}\right\|^{2}\right)
\end{align*}
$$

From the first equation in (4.30) one finds that

$$
\triangle \partial_{x} \tilde{\phi}_{2}=\nu^{-1}\left[\left(\partial_{t}+\partial_{x} u\right) \tilde{\phi}_{1}+\partial_{x}\left(p^{\prime}(\rho) \rho^{-1} \tilde{\phi}_{2}\right)+\tilde{g}_{1}\right]
$$

and

$$
\begin{aligned}
\left\langle\rho \tilde{\phi}_{1}, \partial_{t} \tilde{\phi}_{1}\right\rangle=\int_{\mathbb{R}} \rho \tilde{\phi}_{1} \partial_{t} \tilde{\phi}_{1} d x & =\frac{1}{2} \partial_{t}\left\|\rho^{1 / 2} \tilde{\phi}_{1}\right\|^{2}-\frac{1}{2} \int_{\mathbb{R}} \tilde{\phi}_{1}^{2} \partial_{t} \rho d x \\
& \leq \frac{1}{2} \partial_{t} \int_{\mathbb{R}} \rho \tilde{\phi}_{1}^{2} d x+C\left\|\tilde{\phi}_{1}\right\|^{2}
\end{aligned}
$$

$$
\begin{aligned}
&\left\langle\rho \tilde{\phi}_{1}, \partial_{x}\left(u \tilde{\phi}_{1}\right)\right\rangle=\left\langle\rho \tilde{\phi}_{1},\left(\partial_{x} u\right) \tilde{\phi}_{1}+u \partial_{x} \tilde{\phi}_{1}\right\rangle \\
&=\int_{\mathbb{R}} \rho\left(\partial_{x} u\right) \tilde{\phi}_{1}^{2} d x+\frac{1}{2} \int_{\mathbb{R}} \rho u \partial_{x}\left(\tilde{\phi}_{1}\right)^{2} d x \\
&=\int_{\mathbb{R}} \rho\left(\partial_{x} u\right) \tilde{\phi}_{1}^{2}-\frac{1}{2} \int_{\mathbb{R}}\left(\partial_{x}(\rho u)\right) \tilde{\phi}_{1}^{2} d x \\
& \leq C\left\|\tilde{\phi}_{1}\right\|^{2}, \\
&\left\langle\rho \tilde{\phi}_{1}, \partial_{x}\left(p^{\prime}(\rho) \rho^{-1} \tilde{\phi}_{2}\right)\right\rangle=\int_{\mathbb{R}} \rho \tilde{\phi}_{1} \partial_{x}\left(p^{\prime}(\rho) \rho^{-1} \tilde{\phi}_{2}\right) d x \\
& \leq C\left(\left\|\tilde{\phi}_{1}\right\|^{2}+\left\|\tilde{\phi}_{2}\right\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}\right) \\
&=C\left(\left\|\tilde{\phi}^{2}+\right\| \partial_{x} \tilde{\phi}_{2} \|^{2}\right) .
\end{aligned}
$$

Therefore, from (4.33) we obtain the following estimate:

$$
\begin{equation*}
-\partial_{t}\left(\left\|\tilde{\phi}_{1}\right\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}\right)+\left\|\rho^{-1 / 2} \triangle \tilde{\phi}_{2}\right\|^{2} \leq C\left(\|\tilde{\phi}\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}+\|\tilde{g}\|^{2}\right) \tag{4.34}
\end{equation*}
$$

Combining (4.32) and (4.34) yields

$$
-\partial_{t}\left(\|\tilde{\phi}\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}\right)+\left\|\rho^{-1 / 2} \triangle \tilde{\phi}_{2}\right\|^{2} \leq C\left(\|\tilde{\phi}\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}+\|\tilde{g}\|^{2}\right)
$$

from which it follows that

$$
\begin{equation*}
-\partial_{t}\left(\|\tilde{\phi}\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}\right) \leq C\left(\|\tilde{\phi}\|^{2}+\left\|\partial_{x} \tilde{\phi}_{2}\right\|^{2}+\|\tilde{g}\|^{2}\right) . \tag{4.35}
\end{equation*}
$$

Applying the Gronwall inequality and noticing that $\tilde{\phi}=0$ in $t=T$, we get (4.29).
Next, we derive the negative norm estimates for the solutions of (4.27) and (4.28). Let $\Lambda$ denote the operator with symbol

$$
\lambda(\xi)=\sqrt{1+\xi^{2}}
$$

where $\xi$ is the dual variable of $x$. Now, we state the following theorem
Theorem 4.4 For any $s \in \mathbb{R}$, the solution of (4.27) and (4.28) satisfies the following estimate:

$$
\begin{equation*}
\left\|\Lambda^{s} \tilde{\phi}(t)\right\|^{2}+\left\|\Lambda^{s+1} \tilde{\phi}_{2}\right\|^{2} \leq C \int_{0}^{T}\left\|\Lambda^{s} \tilde{g}(\tau)\right\|^{2} d \tau \tag{4.36}
\end{equation*}
$$

We omit the proof, since its proof is very similar to the one of the previous theorem, except that we need to take a little care with the pseudo-differential operator $\Lambda$. Using theorem 4.4 we can derive the existence of a differentiable weak solution for (4.25) and (4.26). Since, for any large integer $k$, we have

$$
\left|\int_{0}^{T}\langle\tilde{f}, \tilde{\phi}\rangle d t\right|=\left|\int_{0}^{T}\left\langle\Lambda^{k} \tilde{f}, \Lambda^{-k} \tilde{\phi}\right\rangle d t\right| \leq \int_{0}^{T}\left\|\Lambda^{k} \tilde{f}\right\|\left\|\Lambda^{-k} \tilde{\phi}\right\| d t
$$

and applying (4.36) with $s=-k$, we obtain

$$
\left|\int_{0}^{T}\langle\tilde{f}, \tilde{\phi}\rangle d t\right| \leq C\left(\int_{0}^{T}\left\|\Lambda^{k} \tilde{f}\right\| d t\right)\left(\int_{0}^{T}\left\|\Lambda^{-k} L^{*} \tilde{\phi}\right\|^{2} d t\right)^{1 / 2}
$$

Therefore,

$$
\int_{0}^{T}\langle\tilde{f}, \tilde{\phi}\rangle d t
$$

defines a bounded linear functional of $L^{*} \tilde{\phi}$ in the space $L^{2}\left([0, T] ; H^{-k}(\mathbb{R})\right)$. Then, using the HanhBanach extension theorem and the Riesz representation theorem, we conclude that there exist a unique $\tilde{w} \in L^{2}\left([0, T] ; H^{k}(\mathbb{R})\right)$ such that

$$
\begin{equation*}
\int_{0}^{T}\langle\tilde{f}, \tilde{\phi}\rangle d t=\int_{0}^{T}\left\langle\tilde{w}, L^{*} \tilde{\phi}\right\rangle d t=\int_{0}^{T}\langle L \tilde{w}, \tilde{\phi}\rangle d t \quad \forall \tilde{\phi} \in C_{0}^{\infty}([0, T] \times \mathbb{R}) \tag{4.37}
\end{equation*}
$$

since it is well known that the dual space of $L^{p}([0, T] ; X)$ is $L^{q}\left([0, T] ; X^{*}\right)$, with $(p, q)$ conjugate indices. We note that the last equality is, precisely, the definition of $L^{*}$. Now, since equality (4.37) is taking place in $L^{2}\left([0, T] ; H^{-k}(\mathbb{R})\right)$, we can conclude that

$$
\langle\tilde{f}, \phi\rangle_{L^{2}(\mathbb{R})}=\langle L \tilde{w}, \phi\rangle_{L^{2}(\Omega)}, \quad \forall \phi \in C_{0}^{\infty}(\mathbb{R})
$$

for almost every $t \in[0, T]$ (see Lemma 7.4 in [12]). Also, we are assuming $k \geq 3$, so that by the embedding Sobolev theorem, the space derivatives in the above expression are derivatives in the classical sense. Then, with all the previous discussion and some remarks that are going to be make in the next subsection, we have proved the following:

Theorem 4.5 For all $\tilde{f} \in L^{2}\left([0, T] ; H^{k}(\mathbb{R})\right)$, $\tilde{f}_{1} \in L^{2}\left([0, T] ; H^{k+1}(\mathbb{R})\right)$, $\tilde{w}_{0} \in H^{k}(\mathbb{R})$, $\tilde{\rho}_{0} \in H^{k+1}(\mathbb{R})$, the Cauchy problem (4.4)-(4.5) has a unique solution $\tilde{w}$ such that its norm $\|\tilde{w}\|_{k,[0, T]}$ is bounded and satisfies the estimate (4.19).

### 4.3 Local existence of solution for the nonlinear problem

Once that we have established the existence of the linearized problem, we are in a position to prove the local existence of solutions for the Cauchy problem of (4.1) and (4.3). Let us consider the initial value problem

$$
\left\{\begin{array}{l}
\rho_{t}+(\rho u)_{x}=0, \\
(\rho u)_{t}+\left(\rho u^{2}\right)_{x}=\left\{-p-\frac{\nu}{2} \rho_{x}^{2}+\nu \rho \rho_{x x}+\frac{4}{3} \mu u_{x}\right\}_{x},  \tag{4.39}\\
\rho(x, 0)=\rho_{0}(x), \quad u(x, 0)=u_{0}(x)
\end{array}\right.
$$

We have the following
Theorem 4.6 For any initial condition $\left(\rho_{0}, u_{0}\right)$ such that $\rho_{0}-\bar{\rho}_{0} \geq \delta>0, \rho_{0}-\bar{\rho}_{0} \in H^{k+1}(\mathbb{R})$, and $\left(\rho_{0}-\bar{\rho}_{0}, u_{0}\right) \in\left(H^{k}(\mathbb{R})\right)^{2}$, where $\bar{\rho}_{0}>0$ is a constant, there exists a $T>0$ such that for $t \in[0, T]$, the Cauchy problem (4.38) and (4.39) has a unique solution $(\rho, u)$ such that $\rho-\bar{\rho}_{0} \in L^{\infty}\left([0, T] ; H^{k+1}(\mathbb{R})\right)$, $u \in L^{\infty}\left([0, T] ; H^{k}(\mathbb{R})\right)$, and

$$
\left\|w-\left(\bar{\rho}_{0}, 0\right)\right\|_{k,[0, T]}^{2} \leq C_{k}\left(\left\|\left(\rho_{0}-\bar{\rho}_{0}, u_{0}\right)\right\|_{k}^{2}+\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{k+1}^{2}\right)
$$

Remark. The solution of the above theorem are classical solutions, i.e., all the derivatives in (4.38) exist and are continuous, and (4.38) and (4.39) are satisfied in the classical sense.

The remark is shown as follows. First, from

$$
\begin{equation*}
\rho \in L^{\infty}\left([0, T] ; H^{5}(\mathbb{R})\right), \quad u \in L^{\infty}\left([0, T] ; H^{4}(\mathbb{R})\right) \tag{4.40}
\end{equation*}
$$

we have

$$
\begin{equation*}
\partial_{x}^{3} \rho \in L^{\infty}\left([0, T] ; H^{2}(\mathbb{R})\right), \quad \partial_{x}^{2} u \in L^{\infty}\left([0, T] ; H^{2}(\mathbb{R})\right) \tag{4.41}
\end{equation*}
$$

Since in the first equation in (4.38) we have only fist order spatial derivatives, and in the second we have up to third order, we obtain

$$
\begin{equation*}
\partial_{t} \rho \in L^{\infty}\left([0, T] ; H^{3}(\mathbb{R})\right), \quad \partial_{t} u \in L^{\infty}\left([0, T] ; H^{2}(\mathbb{R})\right) \tag{4.42}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\partial_{t} \partial_{x}^{3} \rho \in L^{\infty}\left([0, T] ; H^{0}(\mathbb{R})\right), \quad \partial_{t} \partial_{x}^{2} u \in L^{\infty}\left([0, T] ; H^{0}(\mathbb{R})\right) \tag{4.43}
\end{equation*}
$$

From (4.41) and (4.43), and the fact that $L^{\infty}([0, T] ; X) \subset L^{2}([0, T] ; X)$ for $T>0$ finite (and Theorem 4 in [6], p. 304), we have

$$
\partial_{x}^{3} \rho \in C\left([0, T] ; H^{1}(\mathbb{R})\right), \quad \partial_{x}^{2} u \in C\left([0, T] ; H^{1}(\mathbb{R})\right)
$$

Thus, by Sobolev's imbedding theorem,

$$
\begin{equation*}
\partial_{x}^{3} \rho \in C\left([0, T] ; C_{b}(\mathbb{R})\right), \quad \partial_{x}^{2} u \in C\left([0, T] ; C_{b}(\mathbb{R})\right) \tag{4.44}
\end{equation*}
$$

where $C_{b}(\mathbb{R})$ denotes the bounded and continuous real functions defined on $\mathbb{R}$. Again from (4.38), we obtain

$$
\begin{equation*}
\partial_{t}^{2} \rho \in L^{\infty}\left([0, T] ; H^{1}(\mathbb{R})\right), \quad \partial_{t}^{2} u \in L^{\infty}\left([0, T] ; H^{0}(\mathbb{R})\right) \tag{4.45}
\end{equation*}
$$

Them combining (4.42) and (4.45), by the same reasoning used to get (4.45), we have

$$
\begin{equation*}
\partial_{t} \rho \in C\left([0, T] ; C_{b}(\mathbb{R})\right), \quad \partial_{t} u \in C\left([0, T] ; C_{b}(\mathbb{R})\right) \tag{4.46}
\end{equation*}
$$

This concludes the proof of the remark.
We write (4.38) in quasilinear form, that is

$$
\mathcal{L}(w) w \equiv\left\{\begin{array}{l}
\left(\partial_{t}+u \partial_{x}\right) \rho+\rho u_{x}=0, \\
\left(\partial_{t}+u \partial_{x}\right) u+p^{\prime}(\rho) \rho^{-1} \partial_{x} \rho-\nu \triangle \partial_{x} \rho-\frac{4}{3} \mu \rho^{-1} \triangle u=0
\end{array}\right.
$$

Now, let us consider the following problem

$$
\left\{\begin{array}{l}
\mathcal{L}(w) w=f  \tag{4.47}\\
w(x, 0)=\left(\rho_{0}-\bar{\rho}_{0}, u_{0}\right)
\end{array}\right.
$$

where $f$ is such that $f_{1} \in L^{2}\left([0, T] ; H^{k+1}(\mathbb{R})\right)$ and $f_{2} \in L^{2}\left([0, T] ; H^{k}(\mathbb{R})\right)$. Then, Theorem 4.6 is equivalent to the following

Theorem 4.7 Under the conditions of Theorem 4.6, for any $f_{1} \in L^{2}\left([0, T] ; H^{k+1}(\mathbb{R})\right)$ and $f_{2} \in$ $L^{2}\left([0, T] ; H^{k}(\mathbb{R})\right)$, there exists a $T>0$ such that in $t \in[0, T]$ the Cauchy problem (4.47) has a unique solution $w$ such that $\rho-\bar{\rho}_{0} \in L^{\infty}\left([0, T] ; H^{k+1}(\mathbb{R})\right), u \in L^{\infty}\left([0, T] ; H^{k}(\mathbb{R})\right)$, satisfying

$$
\begin{equation*}
\left\|w-\left(\bar{\rho}_{0}, 0\right)\right\|_{k,[0, T]}^{2} \leq C_{k}\left(\left\|\left(\rho_{0}-\bar{\rho}_{0}, u_{0}\right)\right\|_{k}^{2}+\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{k+1}^{2}+\int_{0}^{T}\left(\|f\|_{k}^{2}+\left\|f_{1}\right\|_{k+1}^{2}\right) d t\right) \tag{4.48}
\end{equation*}
$$

Before we start the proof of the theorem, let us just mention that the estimate (4.48) is the same as in Theorem 4.6 , just by taking $f_{1}=f_{2}=0$.

Proof. We are going to use a fixed point argument. Let $w_{0}(x, t)=0$ and $w_{j}(x, t)(j=1,2, \ldots)$ be defined as the unique solution (which exists because of Theorem 4.5) of the following linear Cauchy problem:

$$
\begin{equation*}
\mathcal{L}\left(w_{j-1}\right)\left(w_{j}-\left(\bar{\rho}_{0}, 0\right)\right)=f, \quad w_{j}(x, 0)=\left(\rho_{0}-\bar{\rho}_{0}, u_{0}\right) \tag{4.49}
\end{equation*}
$$

The proof finishes if we can prove that the above problem has a fixed point. First, applying (4.19), we obtain for $v_{1}=w_{1}-\left(\bar{\rho}_{0}, 0\right)$

$$
\begin{equation*}
\left\|v_{1}\right\|_{k,[0, T]}^{2} \leq C_{k}(T)\left(\left\|\left(\rho_{0}-\bar{\rho}_{0}, u_{0}\right)\right\|_{k}^{2}+\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{k+1}^{2}+\int_{0}^{T}\left(\|f\|_{k}^{2}+\left\|f_{1}\right\|_{k+1}^{2}\right) d t\right) \tag{4.50}
\end{equation*}
$$

and by Sobolev imbedding, the norm $\|\cdot\|_{k,[0, T]}$ is an upper bound of the supremum norm in $(x, t)$. Then, with the last estimate, we choose $T \ll 1$ such that $\tilde{\rho}_{1}>0$ and bounded from below, so that

$$
\sup _{x, t}\left(\tilde{\rho}_{1}\right)^{-1}
$$

is well defined. Also, by (4.46) applied to $v_{1}$, and again by the Sobolev imbedding theorem, to obtain (4.17) for $w_{1}$ it is enough to have

$$
\left\|v_{1}\right\|_{k,[0, T]}^{2} \leq \beta_{k}
$$

which will be satisfied uniformly for all $j=1,2, \ldots$, and some constant $\delta>0$

$$
\begin{equation*}
\left\|v_{j}\right\|_{k,[0, T]}^{2} \leq \delta \leq \beta_{k} \tag{4.51}
\end{equation*}
$$

because of the estimate (4.50). Notice that the constant $C_{k}$ is the same for all iterations (since it only depends on $\beta_{k}$ ). The constant $\delta>0$ depends on $T>0$.

If we can show that the successive solutions $v_{j}$ satisfy

$$
\begin{equation*}
\left\|v_{j}-v_{j-1}\right\|_{k-2,[0, T]} \leq \frac{1}{2}\left\|v_{j-1}-v_{j-2}\right\|_{k-2,[0, T]} \tag{4.52}
\end{equation*}
$$

by the fixed point theorem, applied to the space whose elements satisfy $\|\cdot\|_{k-2,[0, T]}<\infty$, we can conclude the proof. The above mentioned space is a Banach space because is the intersection of spaces of the form $L^{\infty}([0, T] ; X)$ and $L^{2}([0, T] ; Y)$, with $X$ and $Y$ being Banach spaces.

Let us prove (4.52) by induction. Assume that (4.51) and (4.52) are true for some $j$ and all smaller indices. From the energy estimate (4.19) for the linearized problem, we obtain

$$
\left\|v_{j+1}\right\|_{k,[0, T]} \leq C_{k}\left(\left\|\left(\rho_{0}-\bar{\rho}_{0}, u_{0}\right)\right\|_{k}^{2}+\left\|\rho_{0}-\bar{\rho}_{0}\right\|_{k+1}^{2}+\int_{0}^{T}\left(\|f\|_{k}^{2}+\left\|f_{1}\right\|_{k+1}^{2}\right) d t\right)
$$

On the other hand, $w_{j+1}-w_{j}$ satisfies the homogeneous initial data and the equation:

$$
\begin{equation*}
\mathcal{L}\left(w_{j}\right)\left(w_{j+1}-w_{j}\right)=\left(\mathcal{L}\left(w_{j-1}\right)-\mathcal{L}\left(w_{j}\right)\right) w_{j} \tag{4.53}
\end{equation*}
$$

and if we make the computations, we obtain

$$
\left(\mathcal{L}\left(w_{j-1}\right)-\mathcal{L}\left(w_{j}\right)\right) w_{j}=\left\{\begin{array}{l}
\left(u_{j-1}-u_{j}\right) \partial_{x} \rho_{j}+\left(\rho_{j-1}-\rho_{j}\right) \partial_{x} u_{j} \\
\left(u_{j-1}-u_{j}\right) \partial_{x} u_{j}+\left(p^{\prime}\left(\rho_{j-1}\right) \rho_{j-1}^{-1}-p^{\prime}\left(\rho_{j}\right) \rho_{j}^{-1}\right) \partial_{x} \rho_{j}-\frac{4}{3} \mu\left(\rho_{j-1}^{-1}-\rho_{j}^{-1}\right) \partial_{x x} u_{j}
\end{array}\right.
$$

Since we have derivatives up to one and second order in the first and second term, respectively, then we can apply Theorem 4.2 for $k-2$, to obtain

$$
\begin{equation*}
\left\|w_{j+1}-w_{j}\right\|_{k-2,[0, T]}^{2} \leq C_{k-2} \delta \int_{0}^{T}\left\|w_{j}-w_{j-1}\right\|_{k-2}^{2} d t \leq \tilde{C}_{k-2} \delta\left\|w_{j}-w_{j-1}\right\|_{k-2,[0, T]}^{2} \tag{4.54}
\end{equation*}
$$

where we have used the Cauchy-Schwartz inequality in the left hand side of the estimate (4.19). Now, since

$$
\left\|v_{j}-v_{j-1}\right\|_{k-2,[0, T]}=\left\|w_{j}-w_{j-1}\right\|_{k-2,[0, T]}
$$

choosing $\delta$ such that $\tilde{C}_{k-2} \delta<\frac{1}{4}$, we get (4.52). This concludes the proof of Theorem 4.7.

## 5 Linear decay rates of solutions

Once we have seen that our model of interest is well-posed and we can find a compensation matrix, we are in position of obtaining decay rates of the solutions to the linearized system around a constant state (Maxwellian). This is the first step to give a nonlinear result.
First, we observe that the model in (3.10), linearized around a constant equilibrium state ( $\bar{\tau}, \bar{u}$ ) for the specific volume and velocity field, respectively, and only taking the linear part, has the following structure in the frequency space:

$$
\begin{equation*}
\partial_{t} \hat{U}+i \xi A(\xi) \hat{U}+\xi^{2} B \hat{U}=0 \tag{5.1}
\end{equation*}
$$

for $\xi \in \mathbb{R}, t>0$ and where

$$
A(\xi)=\left(\begin{array}{cc}
0 & -1 \\
-\beta(\xi) & 0
\end{array}\right), \quad B=\left(\begin{array}{cc}
0 & 0 \\
0 & \bar{\mu} / \bar{\tau}
\end{array}\right)
$$

Here $\bar{\tau}>c_{0}>0$ (no vacuum), $\bar{\mu}=\mu(\bar{u})$ (kinematic viscosity), and

$$
\beta(\xi)=\bar{q}+\xi^{2} \bar{k}>0
$$

with $\bar{k}=k(\bar{\tau})>0$ (capillarity coefficient), and $\bar{q}=-p^{\prime}(\bar{\tau})>0$ (a positive constant, since we are assuming the pressure function satisfies $p^{\prime}(\tau)<0$ for all $\left.\tau\right) . \hat{U}$ is the Fourier transform of $(\tau, u)^{T}$, perturbations of $(\bar{\tau}, \bar{u})$.

We observe that system (5.1) is not symmetric, so we need to symmetrize it, but instead of the symmetrizer used in $\S 3.3$, in this section we use the following

$$
S_{0}(\xi)=\left(\begin{array}{cc}
1 & 0  \tag{5.2}\\
0 & \beta(\xi)^{-1}
\end{array}\right)
$$

Clearly $S_{0}(\xi)>0$ and symmetric, and we define

$$
\hat{A}(\xi):=S_{0}(\xi) A(\xi)=\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right), \quad \hat{B}(\xi):=S_{0}(\xi) B=\left(\begin{array}{cc}
0 & 0 \\
0 & \beta(\xi)^{-1} \bar{\mu} / \bar{\tau}
\end{array}\right)
$$

which are symmetric and $\hat{B} \geq 0$. Then we have the symmetric version of (5.1)

$$
\begin{equation*}
S_{0}(\xi) \hat{U}_{t}+i \xi \hat{A}(\xi) \hat{U}+\xi^{2} \hat{B}(\xi) \hat{U}=0 \tag{5.3}
\end{equation*}
$$

Thus we have the following definition.
Definition 5.1 Let $S_{0}, \hat{A}, \hat{B} \in C^{\infty}\left(\mathbb{R} ; \mathbb{R}^{2 \times 2}\right)$ smooth, real matrix functions of $\xi \in \mathbb{R}$. Assume that $S_{0}, \hat{A}, \hat{B}$ are symmetric, with $S_{0}>0$ and $\hat{B} \geq 0$ for all $\xi \in \mathbb{R}$. A real matrix valued function $K \in$ $C^{\infty}\left(\mathbb{R} ; \mathbb{R}^{2 \times 2}\right)$ is said to be a compensating function for the triplet $\left(S_{0}, \hat{A}, \hat{B}\right)$ if
a) $K(\xi) S_{0}(\xi)$ is skew-symmetric for all $\xi \in \mathbb{R}$.
b) $[K(\xi) \hat{A}(\xi)]^{s}+\hat{B}(\xi)>0$ for all $\xi \in \mathbb{R}, \xi \neq 0$.

Here $[K A]^{s}=\frac{1}{2}\left(K A+(K A)^{T}\right)$ is the symmetric part of $K A$.
Regarding the comment made at the end of $\S 3.4$, Humpherys' theory enable us to construct a compensating function for the triplet $(I, \hat{A}, \hat{B})$. One can easily check the following lemma.

Lemma 5.2 Under the assumptions of definition 5.1. Let us define

$$
\tilde{A}(\xi):=S_{0}(\xi)^{-1 / 2} \hat{A}(\xi) S_{0}(\xi)^{-1 / 2}
$$

$$
\tilde{B}(\xi):=S_{0}(\xi)^{-1 / 2} \hat{B}(\xi) S_{0}(\xi)^{-1 / 2}
$$

which are symmetric matrices and $\tilde{B} \geq 0$. Assume that $\tilde{K}=\tilde{K}(\xi)$ is a compensating function for the triplet $(I, \tilde{A}, \tilde{B})$. Then

$$
K(\xi):=S_{0}^{1 / 2}(\xi) \tilde{K}(\xi) S_{0}^{-1 / 2}(\xi), \quad \xi \in \mathbb{R}
$$

is a compensating function for the triplet $\left(S_{0}, \hat{A}, \hat{B}\right)$.
What we need next is a compensating function for the triplet $\left(S_{0}, \hat{A}, \hat{B}\right)$, for $S_{0}, \hat{A}$, and $\hat{B}$ defined as above. Then by the preceding lemma if we can construct a compensating function for the triplet $(I, \tilde{A}, \tilde{B})$, automatically we obtain one for the triplet $\left(S_{0}, \hat{A}, \hat{B}\right)$. Then we use the construction due to Humpherys applied to the triplet $(I, \tilde{A}, \tilde{B})$.
Now, verifying the genuinely coupling condition for $\tilde{A}$ and $\tilde{B}$ it is equivalent to verifying it for $A$ and $B$. This because by definition

$$
\begin{aligned}
& \tilde{A}(\xi)=S_{0}(\xi)^{1 / 2} A(\xi) S_{0}(\xi)^{-1 / 2} \\
& \tilde{B}(\xi)=S_{0}(\xi)^{1 / 2} B(\xi) S_{0}(\xi)^{-1 / 2}
\end{aligned}
$$

Then $v$ in the kernel of $\tilde{B}$ implies $S_{0}^{-1 / 2}(\xi) v$ is in the kernel of $B$. Now if $v$ is also an eigenvector of $\tilde{A}$, we have

$$
S_{0}(\xi)^{1 / 2} A(\xi) S_{0}(\xi)^{-1 / 2} v=\lambda v
$$

which implies

$$
A(\xi) S_{0}(\xi)^{-1 / 2} v=\lambda S_{0}(\xi)^{-1 / 2} v
$$

that is, $S_{0}(\xi)^{-1 / 2} v$ is an eigenvector of $A$. Therefore genuine coupling of $A$ and $B$ implies the one for $\tilde{A}$ and $\tilde{B}$.

One can easily, as we did for $(\hat{A}, \hat{B})$ in $\S 3.4$, that $A$ and $B$ satisfy the genuine coupling condition, thus, according to the above remark, such condition also holds for $\tilde{A}$ and $\tilde{B}$. Then we have the following lemma.

Lemma 5.3 Let us define

$$
K(\xi):=\delta \frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) S_{0}(\xi)^{-1}
$$

where $0<\delta<2 \bar{k}$. Then:
i) $K(\xi) \in C^{\infty}\left(\mathbb{R} ; \mathbb{R}^{2 \times 2}\right)$.
ii) $K(\xi)$ is a compensating matrix function for the triplet $\left(S_{0}, \hat{A}, \hat{B}\right)$.
iii) $K(\xi)$ is uniformly bounded in $\xi$, that is, there exists $C>0$ (independent of $\xi$ ) such that

$$
|K(\xi)| \leq C, \quad \forall \xi
$$

Proof. Clearly, because of the form of $\beta(\xi)$ and $S_{0}$, the first assertion is true.
Next we proceed to prove ii). By the definition of $K(\xi)$, we have

$$
K(\xi) S_{0}(\xi)=\delta \frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)
$$

which is a skew-symmetric matrix. For the product $K(\xi) \hat{A}(\xi)$, we get

$$
\begin{aligned}
K(\xi) \hat{A}(\xi) & =\delta \frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) S_{0}(\xi)^{-1} S_{0}(\xi) A(\xi) \\
& =\delta \frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) A(\xi) \\
& =\delta \frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
0 & -1 \\
-\beta(\xi) & 0
\end{array}\right) \\
& =\delta \frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}}\left(\begin{array}{cc}
\beta(\xi) & 0 \\
0 & -1
\end{array}\right)
\end{aligned}
$$

which is symmetric, then $[K \hat{A}]^{s}=K \hat{A}$ and

$$
\begin{aligned}
{[K(\xi), \hat{A}(\xi)]^{s}+\hat{B}(\xi) } & =K(\xi) \hat{A}(\xi)+B(\xi) \\
& =\delta \frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}}\left(\begin{array}{cc}
\beta(\xi) & 0 \\
0 & -1
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
0 & \beta(\xi)^{-1} \bar{\mu} / \bar{\tau}
\end{array}\right) \\
& \left.=\frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}}\left[\begin{array}{cc}
\beta(\xi) & 0 \\
0 & -1
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
0 & 4 \beta(\xi) / \xi^{2}
\end{array}\right)\right] \\
& =\frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}}\left(\begin{array}{cc}
\delta \beta(\xi) & 0 \\
0 & \left(4 \beta(\xi) / \xi^{2}\right)-\delta
\end{array}\right)
\end{aligned}
$$

so that $[K, \hat{A}]+\hat{B}(\xi)>0$ if $\left(4 \beta(\xi) / \xi^{2}\right)-\delta>0$, which holds when $0<\delta<2 \bar{k}$, since we have that

$$
\frac{4 \beta(\xi)}{\xi^{2}}-\delta=\frac{4 \bar{q}+\xi^{2} \bar{k}}{\xi^{2}}-\delta \geq 4 \bar{k}-\delta
$$

Thus the proof of ii) is complete.
To show iii), let us observe that

$$
S_{0}(\xi)^{-1}=\left(\begin{array}{cc}
1 & 0 \\
0 & \beta(\xi)
\end{array}\right)
$$

Then we have

$$
|K(\xi)|=\delta \frac{\xi^{2} \bar{\mu}}{4 \beta(\xi)^{2} \bar{\tau}} O(\beta(\xi))=\tilde{C} \cdot O\left(\frac{\xi^{2}}{\beta(\xi)}\right)=\tilde{C} \cdot O(1)=C
$$

where $C>0$ is independent of $\xi$, and we have used that $\beta(\xi)=\bar{q}+\xi^{2} \bar{k}$. Thus the proof of the lemma is complete.

Next, we state and prove the results regarding the decay of the solution to the linearized system. The statements and proofs are the same as in [3], however, for the sake of completeness we include the proofs.
Let us $\langle$,$\rangle denote the inner product in \mathbb{C}^{n}$, and $U$ the solution to the linearization of (3.10). Then we have the following lemma.

Lemma 5.4 There exists $k>0$ such that the solution to the linear system (3.12) satisfies

$$
\begin{equation*}
|\hat{U}(\xi, t)| \leq C|\hat{U}(\xi, 0)| \exp \left(-\frac{k \xi^{2} t}{1+\xi^{2}}\right) \tag{5.4}
\end{equation*}
$$

for all $t \geq 0, \xi \in \mathbb{R}$ and some uniform constant $C>0$.

Proof. We apply the Fourier transform to (3.12) and obtain (5.1); then we multiply by $S_{0}$ to obtain the symmetric system (5.3). Using that the coefficients matrices are symmetric, if we take the inner product of (5.3) with $\hat{U}$ and then take the real part, we obtain

$$
\begin{equation*}
\frac{1}{2} \partial_{t}\left\langle\hat{U}, S_{0} \hat{U}\right\rangle+\xi^{2}\langle\hat{U}, \hat{B} \hat{U}\rangle=0 \tag{5.5}
\end{equation*}
$$

Now multiply (5.3) by $-i \xi K$ and take the inner product with $\hat{U}$. We obtain

$$
\begin{equation*}
-\left\langle\hat{U}, i \xi K S_{0} \hat{U}_{t}\right\rangle+\xi^{2}\langle\hat{U}, K \hat{A} \hat{U}\rangle-\left\langle\hat{U}, i \xi^{3} K \hat{B} \hat{U}\right\rangle=0 \tag{5.6}
\end{equation*}
$$

Using the fact that $K S_{0}$ is skew-symmetric one can easily verify that

$$
\operatorname{Re}\left\langle\hat{U}, i \xi K S_{0} \hat{U}_{t}\right\rangle=\frac{1}{2} \xi \partial_{t}\left\langle\hat{U}, i K S_{0} \hat{U}\right\rangle
$$

Also, we have the relation

$$
\begin{aligned}
\operatorname{Re}(\langle\hat{U}, K \hat{A} \hat{U}\rangle) & =\frac{1}{2}(\langle\hat{U}, K \hat{A} \hat{U}\rangle+\overline{\langle\hat{U}, K \hat{A} \hat{U}\rangle}) \\
& =\frac{1}{2}(\langle\hat{U}, K \hat{A} \hat{U}\rangle+\langle K \hat{A} \hat{U}, \hat{U}\rangle) \\
& =\frac{1}{2}\left(\langle\hat{U}, K \hat{A} \hat{U}\rangle+\left\langle\hat{U},(K \hat{A})^{T} \hat{U}\right\rangle\right) \\
& =\left\langle\hat{U},[K \hat{A}]^{s} \hat{U}\right\rangle
\end{aligned}
$$

Thus, we take the real part in (5.6) and get

$$
-\frac{1}{2} \xi \partial_{t}\left\langle\hat{U}, i K S_{0} \hat{U}\right\rangle+\xi^{2}\left\langle\hat{U},[K \hat{A}]^{s} \hat{U}\right\rangle=\operatorname{Re}\left(\left\langle\hat{U}, i \xi^{3} K \hat{B} \hat{U}\right\rangle\right),
$$

Since $\hat{B} \geq 0$, we obtain, using (4.31), the estimate

$$
\begin{equation*}
-\frac{1}{2} \xi \partial_{t}\left\langle\hat{U}, i K S_{0} \hat{U}\right\rangle+\xi^{2}\left\langle\hat{U},[K \hat{A}]^{s} \hat{U}\right\rangle \leq \epsilon \xi^{2}|\hat{U}|^{2}+C_{\epsilon} \xi^{4}\langle\hat{U}, \hat{B} \hat{U}\rangle \tag{5.7}
\end{equation*}
$$

for any $\epsilon>0$ and where $C_{\epsilon}>0$ is a uniform constant depending only on $\epsilon>0$ and $\left|K \hat{B}^{1 / 2}\right|$. Before we proceed, we note that $\left|K \hat{B}^{1 / 2}\right|$ is uniformly bounded in $\xi$ since

$$
\begin{aligned}
K(\xi) \hat{B}^{1 / 2}(\xi) & =\frac{\delta \xi^{2} \bar{\mu}}{4 \beta^{2} \bar{\tau}}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & \beta
\end{array}\right)\left(\begin{array}{lc}
0 & 0 \\
0 & \sqrt{\frac{\bar{\mu}}{\bar{\tau}}} \beta^{-1 / 2}
\end{array}\right) \\
& =\frac{\delta \xi^{2} \bar{\mu}}{4 \beta^{2} \bar{\tau}}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
0 & \sqrt{\frac{\bar{\mu}}{\bar{\tau}}} \beta^{1 / 2}
\end{array}\right),
\end{aligned}
$$

so that

$$
\left|K \hat{B}^{1 / 2}\right|=\frac{\xi^{2}}{\beta^{2}} \mathrm{O}\left(\beta^{1 / 2}\right)=\mathrm{O}\left(\frac{\xi^{2}}{\beta^{3 / 2}}\right)=\mathrm{O}\left(\frac{\xi^{2}}{\xi^{3}}\right)=\mathrm{O}\left(\frac{1}{\xi}\right)
$$

Now multiply equation (5.5) by $1+\xi^{2}$, equation (5.7) by $\gamma>0$ and add them up. The result is

$$
\begin{align*}
& \frac{1}{2} \partial_{t}\left(\left(1+\xi^{2}\right)\left\langle\hat{U}, S_{0} \hat{U}\right\rangle-\gamma \xi\left\langle\hat{U}, i K S_{0} \hat{U}\right\rangle\right)+\xi^{4}\langle\hat{U}, \hat{B} \hat{U}\rangle \\
& \quad+\xi^{2}\left(\gamma\left\langle\hat{U},[K \hat{A}]^{s} \hat{U}\right\rangle+\langle\hat{U}, \hat{B} \hat{U}\rangle\right)  \tag{5.8}\\
& \quad \leq \epsilon \gamma \xi^{2}|\hat{U}|^{2}+\gamma C_{\epsilon} \xi^{4}\langle\hat{U}, \hat{B} \hat{U}\rangle
\end{align*}
$$

Now define

$$
R:=\left\langle\hat{U}, S_{0} \hat{U}\right\rangle-\frac{\gamma \xi}{1+\xi^{2}}\langle\hat{U}, i K \hat{A} \hat{U}\rangle
$$

Since $S_{0}$ is symmetric and $K S_{0}$ is skew-symmetric, $R$ is real. Also, $S_{0}>0$, so that we can find $C_{0}>0$ such that $\left\langle\hat{U}, S_{0} \hat{U}\right\rangle \geq C_{0}|\hat{U}|^{2}$. Thus, we can easily find $\gamma_{0}>0$, sufficiently small, such that if $0<\gamma<\gamma_{0}$, then

$$
\frac{1}{C_{1}}|\hat{U}|^{2} \leq R \leq C_{1}|\hat{U}|^{2},
$$

for some uniform $C_{1}>0$.
Now, from the property b) of definition (5.1) for the compensating function $K$, there exists $\tilde{C}_{0}>0$ such that $\left\langle\hat{U},\left([K \hat{A}]^{s}+\hat{B}\right) \hat{U}\right\rangle \geq \tilde{C}_{0}|\hat{U}|^{2}$. Then if we take $0<\gamma<1$ we arrive at

$$
\left\langle\hat{U},\left(\gamma[K \hat{A}]^{s}+\hat{B}\right) \hat{U}\right\rangle \geq \tilde{C}_{0} \gamma|\hat{U}|^{2}
$$

Now, we choose $\epsilon=\tilde{C}_{0} / 2$ and $0<\gamma<\min \left\{1, \gamma_{0}, 1 / C_{\epsilon}\right\}$. Thus from the last inequality and (5.8) we obtain

$$
\frac{1}{2} \partial_{t} R+\frac{1}{2}\left(\frac{\xi^{2}}{1+\xi^{2}}\right) \gamma \tilde{C}_{0}|\hat{U}|^{2}+\frac{\left(1-\gamma C_{\epsilon}\right)}{1+\xi^{2}} \xi^{4}\langle\hat{U}, \hat{B} \hat{U}\rangle \leq 0
$$

Using the lower bound for $R$ and that $\langle\hat{U}, \hat{B} \hat{U}\rangle \geq 0$, the above expression implies

$$
\partial_{t} R+\frac{k \xi^{2}}{1+\xi^{2}} R \leq 0
$$

where $k=\tilde{C}_{0} \gamma / C_{1}$. This inequality together with the Gronwall theorem imply the desire estimate (5.4).

Theorem 5.5 Suppose that $U_{0} \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$, with $s \geq 2$. Then the solution to the Cauchy problem for the linear system (3.12) with $U(x, 0)=U_{0}$ satisfies the decay rate

$$
\begin{equation*}
\left\|\partial_{x}^{l} U\right\|_{L^{2}}^{2} \leq C\left(e^{-k t}\left\|\partial_{x}^{l} U_{0}\right\|_{L^{2}}^{2}+(1+t)^{-(l+1 / 2)}\left\|U_{0}\right\|_{L^{1}}^{2}\right) \tag{5.9}
\end{equation*}
$$

for $0 \leq l \leq s-1$ and some uniform $C>0$.
Proof. Multiplying estimate (5.4) by $\xi^{2 l}$ and then integrating yields

$$
\int_{\mathbb{R}^{2}} \xi^{2 l}|\hat{U}(\xi, t)|^{2} d \xi \leq C \int_{\mathbb{R}} \xi^{2 l}|\hat{U}(\xi, 0)|^{2} \exp \left(-\frac{2 k \xi^{2} t}{1+\xi^{2}}\right) d \xi=: C\left(R_{1}(t)+R_{2}(t)\right)
$$

where $R_{1}$ and $R_{2}$ denote the integral on the right side computed on the sets $\xi \in(-1,1)$ and $|\xi|>1$, respectively. Since for $\xi \in(-1,1)$ it holds $\frac{1}{2} \xi^{2} \leq \xi^{2} /\left(1+\xi^{2}\right)$, we have the estimate for $R_{1}(t)$

$$
\begin{aligned}
R_{1}(t)=\int_{-1}^{1} \xi^{2 l}|\hat{U}(\xi, 0)|^{2} \exp \left(-\frac{2 k \xi^{2} t}{1+\xi^{2}}\right) d \xi & \leq \sup _{\xi \in \mathbb{R}}\left|\hat{U}_{0}(\xi)\right|^{2} \int_{-1}^{1} \xi^{2 l} e^{-k \xi^{2} t} d \xi \\
& \leq\left\|U_{0}\right\|_{L^{1}}^{2} \int_{-1}^{1} \xi^{2 l} e^{-k \xi^{2} t} d \xi
\end{aligned}
$$

Now, we claim that

$$
\begin{equation*}
A(t):=(1+t)^{l+1 / 2} \int_{-1}^{1} \xi^{2 l} e^{-k \xi^{2} t} d \xi \tag{5.10}
\end{equation*}
$$

is continuous and uniformly bounded for all $t>0$. Then we obtain that

$$
R_{1}(t) \leq C(1+t)^{-(l+1 / 2)}\left\|U_{0}\right\|_{L^{1}}^{2}
$$

for some $C>0$ and all $t \geq 0$. Now, for $\xi^{2} \geq 1,2 \xi^{2} \geq 1+\xi^{2}$, then it holds $\exp \left(-2 k \xi^{2} t /\left(1+\xi^{2}\right)\right) \leq e^{-k t}$. Therefore together with the Pancherel's theorem, we obtain

$$
\begin{aligned}
R_{2}(t) & =\int_{|\xi| \geq 1} \xi^{2 l}|\hat{U}(\xi, 0)|^{2} \exp \left(-\frac{2 k \xi^{2} t}{1+\xi^{2}}\right) d \xi \\
& \leq e^{-k t} \int_{\mathbb{R}} \xi^{2 l}\left|\hat{U}_{0}(\xi)\right|^{2} d \xi \\
& \leq e^{-k t}\left\|\partial_{x}^{l} U_{0}\right\|_{L^{2}}^{2}
\end{aligned}
$$

Combining the estimates for $R_{1}(t)$ and $R_{2}(t)$ we get (5.9).
Before stating a corollary of theorem (5.5), we prove the claim made in the proof above. Clearly $A(t) \geq 0$ and continuous for all $t \geq 0$, then for $R>0$, we can find $C_{R}(R)$ such that

$$
A(t) \leq C_{R}, \forall t \in[0, R]
$$

Now, making the change of variable $y=\xi^{2} t$, one gets

$$
\begin{aligned}
A(t) & =2(1+t)^{l+1 / 2} \int_{0}^{1} \xi^{2 l} e^{-k \xi^{2} t} d \xi \\
& =2(1+t)^{l+1 / 2} \int_{0}^{t}\left(\frac{y}{t}\right)^{l} \frac{e^{-k y}}{2 t^{1 / 2} y^{1 / 2}} d y, \quad d y=2 \xi t d \xi=2\left(\frac{y}{t}\right)^{1 / 2} t=2 y^{1 / 2} t^{1 / 2} \\
& =\frac{(1+t)^{l+1 / 2}}{t^{l+1 / 2}} \int_{0}^{t} y^{l-1 / 2} e^{-k y} d y \\
& =\left(1+\frac{1}{t}\right)^{l+1 / 2} \int_{0}^{t} y^{l-1 / 2} e^{-k y} d y
\end{aligned}
$$

Since we can bound the term $(1+1 / t)^{l+1 / 2}$ for $t$ large, it is enough to show that the limit

$$
\lim _{t \rightarrow \infty} \int_{0}^{t} y^{l-1 / 2} e^{-k y} d y
$$

exists. To see that, let us remember that for properties of the exponential function, for $R$ sufficiently large we have

$$
y^{l-1 / 2} \leq C e^{k y / 2}, \text { for } \quad y \geq R
$$

and $C>0$ a constant. Therefore

$$
\begin{aligned}
A(t) & =\left(1+\frac{1}{t}\right)^{l+1 / 2} \int_{0}^{t} y^{l-1 / 2} e^{-k y} d y \\
& =\left(1+\frac{1}{t}\right)^{l+1 / 2}\left(\int_{0}^{R} y^{l-1 / 2} e^{-k y} d y+\int_{R}^{t} y^{l-1 / 2} e^{-k y} d y\right) \\
& \leq\left(1+\frac{1}{t}\right)^{l+1 / 2}\left(\int_{0}^{R} y^{l-1 / 2} e^{-k y} d y+C \int_{R}^{t} e^{-k y / 2} d y\right) \\
& \leq \tilde{C}_{R}+\left.\left(1+\frac{1}{t}\right)^{l+1 / 2}\left(-C \frac{2}{k} e^{-k y / 2}\right)\right|_{R} ^{t}=\tilde{C}_{R}+\left(1+\frac{1}{t}\right)^{l+1 / 2} \frac{2 C}{k}\left(e^{-\frac{k}{2} R}-e^{-\frac{k}{2} t}\right) \\
& \leq \tilde{C}_{R}+\left(1+\frac{1}{t}\right)^{l+1 / 2} \frac{2 C}{k} e^{-\frac{k}{2} R}=C, \text { for all } t \in[R, \infty) .
\end{aligned}
$$

which completes the proof of the claim.

Corollary 5.6 Let $\bar{U}=(\bar{\tau}, \bar{u})$ be a constant equilibrium state. If $U_{0}-\bar{U} \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$, with $s \geq 2$, is a initial perturbation (with finite energy ang mass) of the equilibrium state $\bar{U}$ then the solution $U-\bar{U}$ to the linearized equation around $\bar{U}$ satisfy the decay estimate

$$
\begin{equation*}
\left\|\partial_{x}^{l}(U-\bar{U})\right\|_{L^{2}}^{2} \leq C\left(e^{-k t}\left\|\partial_{x}^{l}\left(U_{0}-\bar{U}\right)\right\|_{L^{2}}^{2}+(1+t)^{-(l+1 / 2)}\left\|U_{0}-\bar{U}\right\|_{L^{1}}^{2}\right) \tag{5.11}
\end{equation*}
$$

Proof. Let $\bar{U}=(\bar{\tau}, \bar{u})$ be a constant equilibrium state, and suppose $U=\bar{U}+V$ is a solution of (3.10). Such system, we can write it in the quasilinear form (3.11):

$$
V_{t}+D_{1}(\bar{U}) V_{x}+D_{2}(\bar{U}) V_{x x}+D_{3}(\bar{U}) V_{x x x}=\mathcal{N}
$$

where $\mathcal{N}$ contains the non-linear terms and $V=U-\bar{U}$ represents a perturbation of the equilibrium state. If we discard the non-linear terms we arrive at the constant coefficient, linearized system (3.12) for the perturbation $V$, that is

$$
V_{t}+V_{1}(\bar{U}) V_{x}+D_{2}(\bar{U}) V_{x x}+D_{3}(\bar{U}) V_{x x x}=0
$$

Thus the hypotheses of Theorem (5.5) are satisfied, and for any solution $V=U-\bar{U}$ of the linearized system (3.12) with initial condition $U_{0}-\bar{U} \in H^{s}(\mathbb{R}) \cap L^{1}(\mathbb{R})$ for some $s \geq 2$ the desired linear decay holds.

## 6 Conclusions

For the one-dimensional isothermal compressible model for fluids of Korteweg type we have done a study of its dissipative structure in the sense of Humpherys. Such study has not been reported in the literature, and this is one of the contributions of the present work.

It is worth to note the detailed analysis made of the well-posedness of the model. Although such analysis is based on the one made by Hattori and Li, the presented here has been adapted to the one-dimensional case and improved in some senses. For example we gave detailed proofs for the a priori energy estimates and presented a more direct fixed point argument for the local existence of the nonlinear problem.

We have obtained linear decay of the solutions for the linearized model around constants states, which is the first step in obtaining a nonlinear result. In that direction we are working to publish a paper.
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