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Abstract

We study small amplitude solutions of a parametrically forced nonlinear Schrödinger equation, and give exact exp
for the quartic resonant mode interactions by analyzing the corresponding Diophantine equations. We use this infor
find some classes of periodic orbits of the averaged equation and characterize the linearly unstable directions of Sto
solutions.
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1. Introduction

In this Letter we study small amplitude solutions
the parametrically forced cubic nonlinear Schrödin
equationut = id(t)uxx − 2iγ |u|2u, with d(t) a peri-
odic real valued function andγ a real constant. Th
equation has been used to model the propagatio
signals in optical fibers with dispersion manageme
and there is extensive literature on solutions of am
tudeO(1) in the parameter range where the aver

E-mail addresses:panos@colorado.edu,
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δ and periodT of the functiond(t), and the parame
ter γ are all comparable and small in absolute va
(see, e.g., [1,4–7,9,12] for further references). Here
consider the equation in a periodic domain, and st
small amplitude solutions, or equivalently solutions
O(1) amplitude with|γ | � |δ|.

In the parameter range of interest we have a wea
nonlinear system that is expected to exhibit nont
ial dynamics over a long time. An unusual featu
of the system is that the resonance conditions de
mining the lowest order normal form (averaged) eq
tion can be analyzed completely. In particular, we
that the sets of solutions of the Diophantine equati
for the quartic resonances admit explicit paramet
zations. More generally, we can here parameterize
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level sets of the functions appearing in the resona
conditions. We remark that determining resonant
teractions and small divisors is one of the main ob
cles in normal form calculations for nonlinear disp
sive systems. An understanding of the resonances
have many applications, for instance in finding ad
batic constants of motion (see, e.g., [2,10]).

The averaged equation is seen to have sev
classes of periodic orbits and we use the paramete
tion of the resonances to obtain linear stability inf
mation on periodic orbits that describe traveling ne
monochromatic waves (“Stokes waves”). Owing to
special structure of the cubic NLS nonlinearity the l
ear stability analysis of these orbits is exact and
can determine all linearly unstable directions of th
Floquet maps. A similar analysis applies to other d
persive systems of interest, and we also briefly disc
an alternative approach to the linear stability analy
of Stokes waves in forced NLS equations (see [
We also present numerical simulations showing
growth of the unstable modes indicated by the
ear stability analysis. The simulations suggest that
growth of the unstable modes eventually saturate
small amplitudes, and it is likely that the Stokes wav
may be nonlinearly stable over long intervals. The
phenomena will be examined elsewhere.

The Letter is organized as follows. In Section
we discuss the Hamiltonian structure of the syste
and formally compute a normal form by analyzing t
relevant resonance conditions. The main applicatio
in Section 3 where we describe periodic orbits and
linear stability analysis of Stokes waves. In Sectio
we state an averaging theorem on the distance betw
solutions of the averaged and full systems, discus
application to the results of Section 3, and compare
linear stability analysis of the Stokes waves to so
numerical simulations of the full system.

2. Hamiltonian structure and normal forms

We consider the initial value problem for the no
autonomous equation

(2.1)ut = id(t)uxx − 2iγ |u|2u,
with u(x, t) a complex valued function satisfyin
periodic boundary conditionsu(x, t) = u(x + 2π, t).
The functiond(t) and the parameterγ are real. We
assume thatd(t) is T -periodic, we decompose it as

(2.2)d(t)= δ+ d̃(t), with δ = 1

T

T∫
0

d(s) ds.

LettingΩ = 2π
T

, we will be interested in the paramet
range where|Ω | �O(1) (and possibly� 1), |δ| is of
O(1), and|γ | � 1.

It is easy to see that (2.1) has the structure
a nonautonomous Hamiltonian system. To perfo
normal form calculations it will be convenient to ma
the system autonomous by introducing an additio
angle variable. In particular, letuk(t) be the Fourier
transform ofu(x, t) and define the variablesak(t),
k ∈ Z by

ak(t)= uk(t)eiωkΛ̃(t), with

(2.3)ωk = k2, Λ̃(t)=
t∫

0

d̃(s) ds.

Eq. (2.1) is then

ȧk =−iδωkak
− 2iγ

∑
k1,k2,k3∈Z

ak1ak2a
∗
k3
δk1+k2−k3−k

(2.4)× e−i(ωk1+ωk2−ωk3−ωk)Λ̃(t),
k ∈ Z, whereδr = 1 if r = 0, 0 otherwise. The initia
condition isak(0)= uk(0), k ∈ Z. The right-hand side
of (2.4) is T -periodic. Also, we consider an ang
φ ∈ [0,2π), and add to (2.4) the equatioṅφ = Ω ,
with φ(0) = 0. The functionΛ defined byΛ(φ) =
Λ̃(t (φ)) = Λ̃( φ

Ω
) is 2π -periodic with zero average

Adding an “action” variableJ ∈ R, we further define
the Poisson bracket[ , ] on pairs of functionsF , G of
the variablesak , a∗k , k ∈ Z, andφ, J by

[F,G] = −i
∑
k∈Z

(
∂F

∂ak

∂G

∂a∗k
− ∂F

∂a∗k
∂G

∂ak

)

(2.5)+ ∂F
∂J

∂G

∂φ
− ∂F
∂φ

∂G

∂J
.

We then have the following:

Proposition 2.1. The evolution equation for the var
ablesak , k ∈ Z, and φ, J above is the Hamiltonian
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ȧk = [ak,H ], k ∈ Z,

(2.6)φ̇ = [φ,H ], J̇ = [J,H ],
where the HamiltonianH given by

H = δ
∑
k∈Z

ωk|ak|2 −ΩJ

+ γ
∑

k1,k2,k3,k4,n∈Z

einφak1ak2a
∗
k3
a∗k4

(2.7)× I (k1, k2, k3, k4, n),

and the coefficientsI (k1, k2, k3, k4, n) are given by

(2.8)I (k1, k2, k3, k4, n)= f̂m(n)δk1+k2−k3−k4,
m= ωk1 +ωk2 −ωk3 −ωk4,

(2.9)f̂m(n)= (2π)−1

2π∫
0

e−imΛ(φ)e−inφ dφ.

This setup is quite general, and we can also c
sider other dispersion relations,γ time dependent, an
quasi-periodic dispersion management functions.
structure of the coefficientŝfm(n) is discussed below

The HamiltonianH of (2.7) has the formH =
H2 +H4, where

(2.10)H2 = δ
∑
k∈Z

ωk|ak|2 −ΩJ,

andH4 contains the quartic terms and we see t
the parameter regime of interest describes a “wea
nonlinear system withH2 describing the “fast” mo-
tions.

To eliminate the lowest order resonant terms ofH4,
consider a functionχ1(a, a

∗, φ, J ) and the canonica
transformation generated by the time-1 mapΦ1

χ1
of the

Hamiltonian flow ofχ1. Formally, we have

H ◦Φ1
χ1

= expAdχ1H

(2.11)=H2 +H4 + [χ1,H2] + Y1,

with Y1 the remainder (containing terms of order
and higher ina, a∗). By the definition of the Poisso
bracket, the resonance condition is

nΩ − δm= 0, k1 + k2 − k3 − k4 = 0,

(2.12)f̂m(n) �= 0, k1, . . . , k4, n ∈ Z
with m = ωk1 + ωk2 − ωk3 − ωk4. The sum of all
monomials with indices satisfying (2.12) inH4 (i.e.,
the resonant part ofH4) will be denoted byH̄4.
For χ1 satisfying [χ1,H2] + H4 = H̄4 we write the
transformed Hamiltonian as

(2.13)H ◦Φ1
χ1

(
a, a∗, φ, J

)=H2 + H̄4 + Y6.

The remainderY6 will be of O(γ 2). To determine the
quartic resonant terms we use the following:

Proposition 2.2. Letm ∈ Z, ωk = k2, and letΛm the
set of integersk1, k2, k3, k4 satisfying

ωk1 +ωk2 −ωk3 −ωk4 =m,
(2.14)k1 + k2 − k3 − k4 = 0.

Then,(i) if m ∈ 2Z + 1 thenΛm is empty, and (ii) if
m ∈ 2Z thenΛm is

k1 = 1

2

[
θ + 1

2

(
s + 2m

s

)]
,

k2 = 1

2

[
θ − 1

2

(
s + 2m

s

)]
,

k3 = 1

2

[
θ + 1

2

(
s − 2m

s

)]
,

(2.15)k4 = 1

2

[
θ − 1

2

(
s − 2m

s

)]
,

with

θ ∈ 2Z, s ∈ 2Z∗ s.t. s|m and

(2.16)
1

2

(
s + 2m

s

)
∈ 2Z,

or

θ ∈ 2Z + 1, s ∈ 2Z∗ s.t. s|m and

(2.17)
1

2

(
s + 2m

s

)
∈ 2Z + 1.

(Notation: x|y meansx dividesy, and Z∗ = Z \
{0}.)

Proof of Proposition 2.2. Let k = [k1, k2, k3, k4] ∈
Z4, and define new variablesa = [a1, a2, a3, a4] by

a1 = k1 + k2, a2 = k1 − k2,

(2.18)a3 = k3 + k4, a4 = k3 − k4.
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Let P(n) = +1, −1 for n even, odd, respectively
The change of variables (2.18), written asa = f (k)
defines a functionf : Z4 → Z4

P = {a ∈ Z4: P(a1) =
P(a2),P(a3)=P(a4)}. We check thatf is a bijection
ontoZ4

P . Thus, by (2.14) and (2.18), it is sufficient
solve

a2
2 − a2

4 = 2m, a1 = a3,

(2.19)m ∈ Z, a ∈ Z4
P .

Let ZNE , ZNO denote the subsets ofZN with even and
odd coordinates, respectively. Eq. (2.19) reduces t

a1 = a3 = θ ∈ 2Z, a2
2 − a2

4 = 2m,

(2.20)m ∈ Z, a ∈ Z4
E,

and

a1 = a3 = θ ∈ 2Z + 1, a2
2 − a2

4 = 2m,

(2.21)m ∈ Z, a ∈ Z4
O.

In both cases we havea2
2 − a3

4 = (a2 + a4)(a2 − a4) ∈
4Z, and thus we can only have solutions form ∈ 2Z.
To parameterize the solutions of (2.20), (2.21) we l

(2.22)r = a2 − a4, s = a2 + a4.

We check that the new transformation defines fu
tions gE : Z2

E → Z2
4x = {[r, s] ∈ Z2: r − s ∈ 4Z} and

gO : Z2
O → Z2

4x+2 = {[r, s] ∈ Z2: r − s ∈ 4Z + 2}.
Both gE andgO are bijections ontoZ2

4x andZ2
4x+2,

respectively. Note thatZ2
E = Z2

4x ∪ Z2
4x+2 and that

Z2
4x ∩ Z2

4x+2 = ∅. Then (2.20) is equivalent to

(2.23)
rs = 2m, r, s ∈ 2Z, r − s ∈ 4Z, m ∈ 2Z.

The solutions of (2.23) can be parameterized bys, and
are given by

(2.24)r = 2m

s
, s ∈ 2Z∗, s|m, s + 2m

s
∈ 4Z.

Returning to the variablesk via g−1
E andf−1, (2.24)

yields (2.15), (2.16). A similar parameterization f
the solutions of (2.21) in ther, s variables yields
(2.15), (2.17) viag−1

O , f−1. Note that in (2.16)
(2.17) the numberφ(s)= 1

2(s ± 2m
s
) ∈ Z, and we can

parameterizeΛm by s ∈ 2Z∗, s|m with θ even or odd
depending on the parity ofφ(s). ✷
Remark 2.3. In the special case ofm = 0 (i.e.,
s|m,∀s ∈ 2Z in (2.16), (2.17)), the solutions of (2.14
reduce tok1 = k3, k2 = k4 or k1 = k4, k2 = k3 with k3,
k4 ∈ Z.

To use the above proposition in the resona
equation (2.12) we consider two cases:Ω

δ
rational

and irrational, respectively. In the rational case we
Ω
δ
= p
q

in prime terms, withp, q ∈ Z∗ (with |p| � |q|
if |Ω

δ
| is large). Comparing with (2.12), the resona

terms have indicesn= kq , and[k1, k2, k3, k4] ∈Λkp,
wherek ∈ Z for p even, andk ∈ 2Z for p odd. Then,

H̄4 = γ
∑
k∈Z

f̂kp(kq)e
ikqφ

(2.25)×
∑

[k1,k2,k3,k4]∈Λkp
ak1ak2a

∗
k3
a∗k4,

with Λkp as in Proposition 2.2, and can immediate
write an analogous expression forχ1. Note that
there are no small divisors. By Remark 2.3, t
resonant quartic Hamiltonian in (2.25) can be furt
decomposed as̄H4 = H̄4,I + H̄4,NI , with

(2.26)H̄4,I = γ f̂0(0)
∑

k1,k2∈Z

|ak1|2|ak2|2,

(2.27)

H̄4,NI = γ
∑
k∈Z∗

f̂kp(kq)e
ikqφ

×
∑

[k1,k2,k3,k4]∈Λkp
ak1ak2a

∗
k3
a∗k4.

The partH̄4,I is integrable in the sense that it depen
only on the “actions”|ai|2, i ∈ Z. The partH̄4,NI con-
tains the remaining terms of̄H4, and from Proposi
tion 2.2 we see that̄H4,NI cannot include any mono
mial |ai |2|aj |2, i.e.,H̄4,NI is the “nonintegrable” par
of H̄4.

In the case whereΩ
δ

is irrational, the resonanc
condition (2.12) is satisfied only forn = m = 0.
Then H̄4 = H̄4,I . However, Proposition 2.2 and th
coefficientsf̂m(n) computed in two examples belo
show that there can be an infinite number of quin
n, k1, . . . , k4 coming arbitrarily close to satisfying th
resonance condition. We thus have a small div
problem and we would need additional assumpti
on Ω

δ
to carry out the transformation. We will he

concentrate on the case whereΩ
δ

is rational.
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We now examine the coefficientŝfm(n) in H̄4.
First, we note that the integrable part̄H4,I never
vanishes sincef̂0(0) = 1, regardless of the choic
of d̃(t). To indicate the structure of the coefficien
f̂kp(kq) for k �= 0 we consider some examples. T
first is the piecewise constant dispersion managem
function

(2.28)d(t)=
{
δ+ Ã, if t ∈ [0, τ ),
δ+ B̃, if t ∈ [τ, T ),

with Ãτ + B̃(T − τ ) = 0. To simplify the result we
look at the special case whereτ = T

2 , Ã = h and
B̃ =−h, where we have

f̂kp(kq)=− i
π

[
e−i(hδ−1+1)kqπ − 1

]

(2.29)× hδ−1

kq(1− h2δ−2)
, k ∈ Z∗.

(The expression forhδ−1 = ±1 are omitted.) We se
that if hδ−1 is an odd integer then̂fkp(kq) = 0, for
all k ∈ Z∗. Similarly, the coefficients vanish ifp is
odd andhδ−1 is an even integer (sinceΛm is empty
for m odd by Proposition 2.2). Also, ash→+∞, the
f̂kp(kq) decay asδ|kh|−1. Another example is the rea
analytic dispersion management function

(2.30)d(t)= δ+ hsinΩt,

where we have

(2.31)
∣∣f̂kp(kq)∣∣= 2

∣∣J|kq|
(∣∣hδ−1

∣∣|kq|)∣∣, k ∈ Z∗,
with JN the Bessel function of orderN ∈ Z. As
|h| →∞, the|f̂kp(kq)| therefore decay as|hkq|−1/2.
By (2.9), the decay of thêfkp(kq) in the amplitude|h|
of d̃(t) can be seen by a stationary phase argum
and we observe that the decay is faster for
more singular (integrable) dispersion managem
functions.

3. Invariant subspaces and some instabilities

We will now consider the quartic normal form
HamiltonianH2 + H̄4 and find classes of period
orbits of the corresponding system. In some cases
also obtain stability information. Our constructio
concern the general case where the nonintegrable
H4,NI may not vanish.
t

The orbits we find will belong to finite-dimension
subspacesM that are invariant under the flow ofH2+
H̄4. The underlying idea is the following: givenM,
we identify all termseinφak1ak2a

∗
k3
a∗k4 whose absenc

from H̄4 would imply the invariance ofM under the
flow of H2 + H̄4. If the offending quartic terms ar
nonresonant we then have thatM is invariant under
the flow ofH2 + H̄4. Note that the argument involve
checking a small number of resonance conditi
since the invariance ofM follows from the elimination
of only a subset of the nonresonant quartic terms.
will therefore need only a small part of the informati
contained in Proposition 2.2 (and we can also
“partial” normal forms to extend the existence
invariant subspaces for higher orders). On the o
hand, the quartic normal form̄H4 of (2.25) contains
additional stability information on the orbits contain
in the invariant subspaces.

To give an example, fixN integers 0� λ1 <

· · · < λN , let I = {±λ1, . . . ,±λN }, and denote the
(complex) span of the modesai , i ∈ I by MI . Also
assume thatΩ

δ
= p
q
∈ Q.

Proposition 3.1. Consider a subspaceMI as above,
and suppose that8(λN)2< |p|. ThenMI is invariant
under the Hamiltonian flow ofH2+ H̄4. Moreover, the
Hamiltonian flow ofH2 + H̄4 onMI is integrable.

Proof. To show thatMI is invariant it is enough to
show that all termseinφak1ak2a

∗
k3
a∗k with n ∈ Z, k1,

k2, k3 ∈ I, and k ∈ Z \ {I} of H4 are nonresonan
Suppose that some term of this type is resonant. T
we have some tripleλ = [k1, k2, k3] ∈ I3, n ∈ Z and
k ∈ Z \ {I} satisfying the resonance condition (2.1
Hence we must have

(3.1)k = k(λ)= k1 + k2 − k3,

which implies

(3.2)
∣∣m(λ)∣∣= |ωk1 +ωk2 −ωk3 −ωk(λ)| � 8(λN)2.

According to the resonance condition (2.12),m(λ) and
n must also satisfy

(3.3)n= δ

Ω
m(λ).

The solutionn = m(λ) = 0 is not acceptable, fo
applying Proposition 2.2 to the casem = 0 we see
thatm(λ) = 0 can be satisfied only withk ∈ I. Thus
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we must seek solutions of (3.3) withn ∈ Z∗. By
Proposition 2.2 we also needn= rq , with r ∈ Z∗. On
the other hand, (3.2), (3.3) and the hypothesis onΩ

δ
imply that

(3.4)|r|< 8(λN)2

|p| < 1.

Hence (3.3) cannot be satisfied, and the term
question cannot be resonant, a contradiction. To
the integrability of the Hamiltonian flow ofH2 + H̄4
onMI we note that if[k1, k2, k3, k4] ∈ I4 then

(3.5)|m| = |ωk1 +ωk2 −ωk3 −ωk4| � 4(λN)
2.

By the hypothesis onp
q

we then have that

(3.6)|m| � 4(λN)2<
1

2
|p|,

hencem = kp, k ∈ Z is only satisfied fork =m= 0.
Using Proposition 2.2 form = 0 we see thatH̄4
restricted toMI can only consist of terms from̄H4,I .
Clearly,H̄4,I does not vanish onMI . ✷

We can thus fixΩ
δ
= p
q

and find invariant subspace

of complex dimension up to[2√|p|/8 + 1] that are
foliated by invariant tori (note that by (2.26) the to
are foliated by periodic orbits). Alternatively, we ca
seek invariant subspaces and tori of arbitrary (fin
dimension by increasingΩ

δ
. SinceΩ

δ
is assumed larg

we also have an immediate application to numer
studies using spectral methods:

Corollary 3.2. The trajectories of any Galerkin pro
jection of the Hamiltonian system ofH2+H̄4 to modes
ak , k ∈ Z with 8k2 < |p| are exact solutions of th
full (i.e., infinite-dimensional) Hamiltonian system o
H2 + H̄4. Moreover, all such Galerkin systems are in
tegrable.

Expression (2.25) for the quartic normal for
Hamiltonian also gives us information on the stabil
of some of the orbits described in Proposition 3
Consider invariant subspacesMI with I = {±k0},
and k0 �= 0, 8|k0|2 < |p| (what follows also applies
with minor modifications to the casek0 = 0). By
Proposition 3.1 theMI are foliated by invarian
2-tori. Also, MI has an invariant plane foliated b
periodic solutions for whichak(t) ≡ 0, if k �= k0, and
ak0(t)= a0e
−iΩk0 t , with Ωk0 = δωk0 + 2γ f̂0(0)|a0|2.

We refer to these orbits as Stokes waves, and de
the corresponding invariant circles byµk0. Note that a
variation on the arguments of Proposition 3.1 sho
that these waves exist for allk0 ∈ Z, without any
restrictions onp, q . The Floquet maps for thes
periodic orbits can have unstable directions. We
see this by the following argument.

Consider all quartic monomials of̄H4,NI of the
form ak1ak2a

∗
k0
a∗k0 andak0ak0a

∗
k1
a∗k2 with k1, k2 �= k0.

These monomials will be referred to as Benjamin–F
terms (fork0), and we denote the sum of all Benjami
Feir terms in H̄4 by H̄4,BF(µk0). Each Benjamin–
Feir term corresponds to pair of indices{k1, k2} ⊂ Z,
and index pairs corresponding to different Benjam
Feir terms are disjoint. The set of all Benjamin–F
pairs is listed in Proposition 3.3, and we see that
union of all indices belonging to Benjamin–Feir pa
is a proper subset ofZ. Now consider the variationa
equation along the orbitµk0. The Fourier coefficient
of the perturbation will be denoted bybk. Introducing
the amplitude variables

Bk(t)= eiΩkt bk(t), with

(3.7)Ωk = δωk + 2γ f̂0(0)
∣∣a0(0)

∣∣2,
we see that the variational equation becomes
tonomous and block-diagonal. In particular, if{k1, k2}
is a Benjamin–Feir index pair we have

(3.8)Ḃk1 = ρ(k1, k2)B
∗
k2
, Ḃk2 = ρ(k1, k2)B

∗
k1
,

whereρ(k1, k2) is proportional to the coefficient o
the corresponding Benjamin–Feir term in̄H4 (and to
|a0|2, see Remark 3.4). From (3.8) we immediat
see that each Benjamin–Feir block yields two sta
and two unstable directions, corresponding to dou
eigenvalues±|ρ(k1, k2)|. If k �= k0 does not belong to
any Benjamin–Feir index pair, theṅBk = 0, moreover
Ḃk0 = −2iγ f̂0(0)(|a0|2Bk0 + a2

0B
∗), i.e., we have a

double zero eigenvalue andBk0 is affine in time.
To seeH̄4,BF(µk0) let p be a positive integer, an

p1, . . . , pn the prime factors ofp that are different
from 2 (i.e., whenp is even). Also, define the non
negative integersα(2), α(p1), . . . , α(pn) by p =
2α(2)pα(p1)

1 · · ·pα(pn)n . We then have:

Proposition 3.3. Let Ω
δ
= p

q
, with p > 0. Then, the

sum of Benjamin–Feir quartic terms for the invaria
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circle µk0 above is

H̄4,BF(µk0)

= 2γ
∑
ν∈Z∗

f̂m(ν)(n(ν))e
in(ν)φ

(3.9)× ak0+νλprpak0−νλprpa∗k0a∗k0 + c.c.,

with

(3.10)rp = p1 · · ·pn, λp = cppβ(p1)

1 · · ·pβ(pn)n ,

(3.11)

m(ν)=Mpν2λ2
pr

2
p, n(ν)=Mpν2λ2

pr
2
p

q

p
.

Theβ(pi) in (3.10)are: (i) β(pi) = 0, if α(pi) � 2;
(ii) β(pi) is the smallest positive integer satisfyin
β(pi) � 1

2α(pi) − 1, if α(pi ) > 2. The cp, Mp in
(3.11) are: (i) cp = 1, Mp = 2 if α(2) � 1; and
(ii) cp = 2β(2)+1, with β(2) the smallest positive
integer satisfyingβ(2) � 1

2α(2) − 3
2, andMp = 8, if

α(2) > 1.

Proof. Given k0 ∈ Z∗ we want a list of all resonan
quartic monomials of the formsak1ak2a

∗
k3
a∗k4 with

k3 = k4 = k0, and ak1ak2a
∗
k3
a∗k4 with k1 = k2 = k0.

It will be sufficient to list the monomials of the firs
type only since the ones of the second type are t
complex conjugates. Using (2.25), we fixm= kp and
look for the Benjamin–Feir terms (of the first type)
each level setΛkp , k ∈ Z∗. By (2.15), the requiremen
k3 = k4 = k0 with m= kp leads to the equation

(3.12)2kp= s2, s|kp, k, s ∈ Z∗,

(and to 2θ = k0, i.e., consistently with (2.16)). Ifk,
s satisfy (3.12), then by (2.15) we have a reson
monomialak1ak2a

∗
k3
a∗k4 with

k1 = k0 + kp
s
, k2 = k0 − kp

s
,

(3.13)k3 = k0, k4 = k0.

It thus remains to solve (3.12). Noting that 2kp =
s2 implies s|kp, the first equation in (3.12) can b
solved by equating the prime exponents of the t
sides, obtaining linear relations between the unkno
prime exponents ofk, s and the prime exponents ofp
(we omit the details). The solutions of (3.12) can
parameterized byν ∈ Z∗: k(ν)p = m(ν) is shown in
(3.11), while s(ν) = m(ν)(νλprp)−1. The statemen
follows by combining the solution of (3.12) wit
(2.25) and (3.13), and adding complex conjugates.✷
Remark 3.4. From Proposition 3.3 and the proceedi
discussion we have that, givenk0, its Benjamin–Feir
pairs are{k1, k2} = {k1(ν), k2(ν)} = {k0+νλprp, k0−
νλprp} with ν ∈ Z and λp , rp as in (3.11). The
corresponding coefficientsρ(k1, k2) in (3.8) are given
by ρ(k1, k2) = ρ(k1(ν), k2(ν)) = 2f̂m(ν)(n(ν))|a0|2,
with m(ν), n(ν) as in (3.11).

Remark 3.5. The passage from the variational equ
tion to an autonomous system through (3.7) is
act due to the special structure the nonlinearity
the NLS. A similar simplification in the linear stabi
ity analysis of Stokes waves also occurs in some
tonomous dispersive systems. For instance, consid
systemȧk =−i ∂H

∂a∗k
, k ∈ Z\{0}, with the quadratic par

of the HamiltonianH given by
∑
k∈Z\{0}ω(k)|ak|2.

Also assume that the dispersionω(k), k ∈ R is even,
satisfiesω(0) = 0, and is increasing and concave f
k > 0. Then we can see that cubic resonances
quartic resonant monomials of the formsak1ak2ak3a

∗
k4

anda∗k1a
∗
k2
a∗k3ak4 are absent, Stokes waves exist, a

the variational equation around them has the block
agonal structure above. An example is the system
scribing 2D gravity water waves of finite depth (s
[11]).

Also note that (2.1) admits exact Stokes wave
lutions (see [3]). Using the variablesak of (2.4),
these are given byak(t) ≡ 0 if k �= k0, andak0(t) =
a0e

−iΩ0t , with Ω0 = δωk0 + 2γ |a0|2 (for arbitrary
k0 ∈ Z). The solutions of the normal form equatio
have therefore the same form as the exact Sto
waves solutions of the full system. Also, the var
tional equation around the exact orbits is block dia
nal in the Fourier basis (with real 2× 2 time-periodic
blocks), and unstable directions can only come in p
of wavenumbersk0 ± k. The two approaches ther
fore describe the same qualitative picture of Sto
waves and the Benjamin–Feir instability, and will
compared in future work. Clearly, the approach st
ing from the exact solutions has several advanta
(e.g., it is valid for arbitrary amplitude, andd(t) quasi-
periodic) and leads to several interesting problems
the modulational instability of Stokes waves. On
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other hand, the normal form approach here is close
the original argument for the Benjamin–Feir instab
ity and, when valid, poses the problem of modulatio
instabilities in a more general setting.

4. Discussion of the asymptotics

The above results are formal and their validity m
be supported by theoretical considerations or num
cal simulations. A first step is Theorem 4.2 where
estimate the distance between solutions of the a
aged and full systems. The estimate gives a satis
tory explanation of the meaning of Proposition 3.1 a
its corollaries for the original equation. Note that t
proof follows the arguments of the periodic avera
ing theorem of [8, Chapter 3], extended to the infini
dimensional setting, and we here only state the re
(we consider the case whereΩ

δ
is rational only). The

theory connecting the Benjamin–Feir instability calc
lations to the solutions of (2.1) is not complete, nev
theless we see that the heuristic predictions of Prop
tion 3.3 are consistent with the preliminary numeri
results we present below.

Recall that in Section 2, Eq. (2.1) foru(t) was
transformed to (2.4) fora(t)= Vtu(t), i.e.,a(t) is the
Fourier series of theak(t), andVt is defined by(2.4).
Consider the (amplitude) variablesA(t) = U−t a(t),
whereUt is the evolution operator solvinġu= iδuxx .
ThenA(t) satisfies

Ȧ= γU−t V−tG(UtVtA), A(0)=A0, with

(4.1)G(u)= i|u|2u.
(We have used the fact theUt , Vt commute with their
generators. Also note thatA0 = u0.) We rewrite (4.1)
as

(4.2)ẋ = γf (x, t), x(0)= x0.

In the case whereΩ
δ

= p
q
∈ Q, the solutions of

(2.1) with γ = 0 areT̃ -periodic, withT̃ = 2πq|δ|−1,
and we see thatf (x, t) is also T̃ -periodic. We then
consider the averaged equation

ẏ = γg(y), y(0)= y0 = x0, with

(4.3)g(y)= 1

T̃

T̃∫
f (y, t) dt.
0

Eq. (4.3) is precisely Hamilton’s equation for the qu
tic normal form Hamiltonian in amplitude variable
the evolution equation forU−t y(t) is Hamilton’s equa-
tion forH0+ H̄4(t), whereH̄4(t) is the quartic norma
form in (2.25), withφ = Ωt (i.e., with the time de-
pendence made explicit). To formulate the statem
describing the relation between solutions of (4.2) a
(4.3) we briefly mention the relevant facts from the
cal existence theory for the two equations. Conside
in the Sobolev spacesHs , s ∈ R, of complex valued
2π -periodic functions with the norms‖ ‖s given by

(4.4)‖u‖2
s =

∑
k∈Z

(
1+ |k|2)s |uk|2

(with uk the Fourier coefficients ofu). Note that
G(u)= i|u|2u satisfies the Lipschitz condition∥∥G(u)−G(v)∥∥

s
�LG

(‖u‖s ,‖v‖s)‖u− v‖s ,
(4.5)s >

1

2
,

with LG(‖u‖s ,‖v‖s )= C2
s (‖u‖2

s +‖u‖s‖v‖s+‖v‖2
s ),

andCs a constant satisfying‖uv‖s � Cs‖u‖s‖v‖s for
s > 1

2. A standard fixed point argument then impli
the following:

Proposition 4.1. Let s > 1
2, α > 0. Then there exist

a time t1 � C(α,‖x0‖s )|γ |−1 for which the initial
value problems(4.2), (4.3)have unique solutionsx(t),
y(t) ∈ Rs(t1, x0, α), where Rs(t1, x0, α) = {u(t) ∈
C0([0, t1],H s): ‖u(t)− x0‖s � α}.

We note that for‖x0‖s , α ∼ O(1) we haveC(α,
‖x0‖s )∼O(1), i.e., the local existence timet1 is large
for |γ | small. Proposition 4.1 implies that‖x(t) −
y(t)‖s � O(α) ∼ O(1) for 0 � t � t1 ∼ |γ |−1. The
averaging theorem below leads to a significant
provement.

Theorem 4.2. Let s > 1
2, and assume that‖y0‖s �

C0 ∼ O(1) and that T̃ |γ | is sufficiently small. Then
there exist constantsC1 �O(1),C2 �O(1) for which

(4.6)

∥∥x(t)− y(t)∥∥
s
� C1T̃ |γ |, ∀t ∈ [

0,C2|γ |−1].
The constantsC1, C2 depend ons, T̃ , andC0.

The periodic averaging theorem captures the m
idea behind the formal calculation in that the er
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of the averaged equation is proportional to|γ | for
|γ | sufficiently small. ClearlyT̃ and hence the erro
also involves the size ofq , i.e., the “complexity”
of the rational Ω

δ
. As an example, consider (2.1

with δ = γ = Ω−1 = ε > 0 and replaceu in (2.1)
by εu. Also, assumeq < ε−1, i.e., T̃ ∼ O(1), and
integrate (2.4) and the corresponding averaged sys
with an initial condition a(0) = ∑

k∈Z ak(0)e
−ikx

satisfying ‖a(0)‖s ∼ O(1) for some s > 1
2. Then,

for ε sufficiently small theHs distance between th
averaged and full systems will be at most ofO(ε) up
to a time ofO(ε−3).

The averaging theorem also relates the spe
orbits of Proposition 3.1 to solutions of the origin
system. Specifically, by the averaging theorem,
initial condition on any setS that is invariant unde
the flow of the averaged equation, and whose po
haveHs norm bounded by anO(1) constant, will
stay O(|γ |) close toS in Hs under the evolution
of the full system over a time ofO(|γ |−1) (s >
1
2). By Proposition 3.1 these sets can be circ
tori, subspaces, etc. Note that this is not a stab
statement since it does not guarantee that an in
condition nearS will stay near S. On the other
hand if we consider a Galerkin projection of t
averaged equation and takeΩ

δ
= p
q

with p sufficiently
large, S can have small or zero codimension (s
Corollary 3.2).

The linear stability analysis of the Stokes wav
solutions of the averaged equation is not theoretic
expected give a picture of the dynamics near th
solutions, since in addition to stable and unsta
directions we generally have an infinite number
center directions corresponding to the modes
are not in Benjamin–Feir pairs. The Poincare m
along the Stokes orbits is then not guaranteed to
locally conjugate (i.e., equivalent up to continuous
smoother changes of coordinates) to its lineariza
and the dynamics is very sensitive to the nonlin
terms (and possibly even numerical effects).

Heuristically, we may also expect that the ex
tence of unstable directions in the Floquet map
plies the growth of the corresponding Fourier mod
since the unstable manifold is tangent to the un
ble subspace of the Poincare map (i.e., assuming
the unstable manifold remains near the unstable
spaces for some distance away from the origin). To
what happens we have integrated numerically the
t

system (2.1) with initial conditionsak0(0)=O(1) for
somek = k0, andak(0), k �= k0, of smaller amplitude
e.g., 10−1–10−4. We also letd(t) = 1+ sinΩt (i.e.,
δ = h = 1 in (2.30)), and considerγ between 10−2

and 10−4. We discretize in space using 64 Four
modes and integrate using a 4th order Runge–K
scheme. Varyingk0 andΩ = p

q
we look for instabili-

ties along the different directions suggested by Pro
sition 3.3. We monitor|ak(t)| and the “variation”
∆I (k) = maxt∈I |ak(t)| − mint∈I |ak(t)| of the mod-
uli over sufficiently large (see below) time interva
I . The simplest formulas occur whenp is prime; by
(3.9)–(3.11)we should then have growth of the Fou
modes with indicesk0 + νp, with ν ∈ Z.

The first observation is the moduli of the expec
unstable Fourier modes indeed vary significantly m
that the moduli of the other modes. We also obse
however that variation of the modulus of all mod
is small compared to|ak0(0)|. In fact, choosing the
integration intervalI sufficiently large, e.g., a few
multiples of γ−1, we see that any increase of t
moduli of the unstable modes saturates, and
unstable modes are eventually seen to perform s
amplitude, slow oscillations with period comparab
to γ−1. For instance, in Figs. 1, 2 we choosek0 = 0,
ak0 = 1 and considerΩ = 3

2, and 7
3, respectively. In

both cases we haveγ = 0.001 andak(0) = 0.0025,
for |k| � 16 (k �= 0), andak(0) = 0 otherwise, and
we show∆I (k) with I = [0,1300]. In both cases we
see that∆I(k) is largest for the Benjamin–Feir mod
k0 + 3ν and k0 + 7ν, respectively. In Figs. 3, 4 w
see examples withk0 = 2, ak0(0) = 1, andΩ = 7

3,
and 5

3, respectively. In Fig. 3 we haveak(0)= 0.0025,
for −11� k � 16 (k �= 0), andak(0) = 0 otherwise,
while in Fig. 4 we haveak(0) = 0.0025i, for −9 �
k � 3, ak(0) = −0.0025i, 3 � k � 9, and ak = 0
otherwise. The integration intervals are [0,750] and
[0,3800], respectively. In both cases∆I (k) is largest
for Benjamin–Feir modesk0 + 7ν andk0 + 5ν, ν ∈ Z,
respectively, although the picture is more complicat
e.g., in Fig. 3 the modek = 16 exhibits very smal
variation.

The results above are typical for the perturbatio
we considered, and we can say that although the lin
stability analysis allows us to make predictions, w
we see numerically must be explained by nonlin
considerations. Perhaps the most important fea
emerging from the simulations is that any significa
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Fig. 1.∆I (k) for initial conditionak0 = 1 plus small perturbation (see text):k0 = 0, Ωδ = 3
2 (points in graph are connected).

Fig. 2.∆I (k) for initial conditionak0 = 1 plus small perturbation (see text):k0 = 0, Ωδ = 7
3 (points in graph are connected).



P. Panayotaros / Physics Letters A 323 (2004) 403–414 413

Fig. 3.∆I (k) for initial conditionak0 = 1 plus small perturbation (see text):k0 = 2, Ωδ = 7
3 (points in graph are connected).

Fig. 4.∆I (k) for initial conditionak0 = 1 plus small perturbation (see text):k0 = 2, Ωδ = 5
3 (points in graph are connected).
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excursion away form the Stokes solutions must
slow. Note that a small bound on|bk0(t)| together
the conservation of theL2 norm would imply that
perturbations of the Stokes waves must remain sm
i.e., nonlinear stability is governed by the dynamics
the mode with indexk0. The dynamics ofbk0 is not
however readily seen from the equations.

Further comparisons between theory and numer
experiments will be reported elsewhere. It could
useful to study numerically the averaged equat
and to make a closer comparison between the th
and the numerics. By changing the forcing freque
we also obtain systems that are interesting but m
tractable. For instance, given a Galerkin project
of the averaged system we can chooseΩ

δ
for which

the Poincare map around the Stokes waves have
dimensional stable and unstable manifolds. Anot
possibility would be to examine cases where we ha
local center manifold of low dimension, e.g., forΩ

δ
=

p
q

with p = 1 the Poincare map around the Stok
waves has two center directions.

5. Summary

In summary we have used a detailed analysis of
lowest order resonant interactions to give an exp
expression for the averaged (or lowest order nor
form) equation of a parametrically forced nonline
Schrödinger equation. We see explicitly how the fo
ing frequency can be tuned to produce invariant tori
liated by periodic orbits. We have also used the str
ture of the equations and the analysis of the Dioph
tine equations to give a clear picture of the lineari
tion around Stokes wave solutions. Analogous so
tions are very common in nonlinear dispersive s
tems, and we indicate a class of physical systems, m
notably gravity water waves, for which the lineariz
tion around Stokes waves has a similar structure.
lutions of the averaged system can be compare
the full system, at least for a time ofO(|γ |−1), and
this allows us to connect the existence of special
lutions of the averaged system to the dynamics of
full system. Numerical simulations with Stokes wa
initial conditions show that the linear stability anal
sis predicts correctly the side-band modes that g
the most. However it also appears that the growth
the side-band modes saturates at small amplitudes
the plane wave structure is deformed only sligh
and any significant deformation (if any) should be
long term phenomenon. The present theory does
explain these nonlinear processes around the St
waves but points to some possible ways of analyz
them. We hope that some of these ideas will be frui
in further work.
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